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Abstract— The quality of life and well-being of patients, staff and 

visitors are central to the delivery of health care. Architecture and 

design are becoming an integral part of the healing and recovery 

approach.  

The most significant point that can be implemented in hospital 

buildings is the therapeutic value of the artificial environment, the 

design and integration of plants to bring the natural world into the 

healthcare environment. The hospital environment should feel like 

home comfort. The techniques that therapeutic architecture uses are 

very cheap, but provide real benefit to patients, staff and visitors, 

demonstrating that the difference is not in cost but in design quality. 

The best environment is not necessarily more expensive - it is about 

special use of light and color, rational use of materials and flexibility 

of premises. All this forms innovative concepts in modern hospital 

architecture, in new construction, renovation or expansion projects.  

The aim of the study is to identify the methods and principles of 

therapeutic architecture.  

The research methodology consists in studying and summarizing 

international experience in scientific research, literature, standards, 

methodological manuals and project materials on the research topic.  

The result of the research is the development of graphic-analytical 

tables based on the system analysis of the processed information; 3d 

visualization of hospital interiors based on processed information.  

 

Keywords— color scheme, environment, healthcare 

interiors, lighting, materials, sustainable design, therapeutic 

architecture. 
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   Abstract— The main task of human-centered design of medical 

facilities is a modern high-tech process of providing high-quality 

medical care that meets the requirements of modern standards of 

medical care. Architectural solutions are adjusted and continuously 

follow the development of scientific activity and modern trends, taking 

into account future needs. The principles of human-centered 

architecture apply to planning, design, construction and 

commissioning. In fact, none of the organizations have developed their 

own set of such health standards. However, organizations accredited 

by the Joint Commission and the JCI are expected to demonstrate 

processes and results that rely on an established environment for 

effective support.  

In addition to focusing on patient-centered health care, 

environmentally sustainable health care is a growing concern. 

Buildings and the construction process must not harm patients or the 

environment. In other words, healthcare facilities should not, under the 

guise of patient care, pollute the air, flush chemicals into water, or 

overload landfills.  

The purpose of the research is to identify the methods and principles 

of human-oriented architecture and their application in design 

solutions.  

The research methodology consists in studying and summarizing 

international experience in scientific research, literature, standards, 

methodological manuals and project materials on the research topic.  

The result of the research is the development of graphic-analytical 

tables based on the system analysis of the processed information; 

Revealing the principles and methodology of a human-centered design 

approach. 

 

Keywords— environment, healthcare, human-centered 

architecture, sustainable design. 

 
    S. G. Author is with the Architectural Department of the Design Institute 

LLC "M1 Project", Moscow, 123112, Russia (phone: +7 920-019-22-96; e-
mail: svetlana.pub@gmail.com). 

U. M. Author is with the Architectural Department of the Design Institute 
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Abstract—With the development of AI and electronic technique, 

scenarios of Human-Computer Interaction (HCI), represented by 

smart homes, have greatly integrated and improved people's quality of 

life, meanwhile, the space that coexists with plants is constantly being 

invaded. As an irreplaceable part of nature, plants are increasingly 

being presented in various artificial environments. Many interactive 

designs under the HCI framework have been discussed the hybrid of 

integrating plants and machines together. Inspired by Michael Pollan, 

we believe that the role of plants under the HCI environment needed to 

be reconsidered. 

 

The research aims to explore the visualization of plants’ emotions 

in aspects of HCI and electronic functionalities, and the methods of 

interaction between plants and human beings under the context of 

sustainable development. In other words, we determine to explore new 

possibilities for sustainability in future lifestyles by re-defining the 

plant-machine relationship. The major research methods include 

secondary research and case study, as an output, we both classify the 

typologies of plant-computer Interaction, along with the project-based 

discussion of interactive furniture, implementing to present and 

explain the role of plants. 

 

This paper is divided into three main parts. 

 

First, the paper discusses the value of survival strategies and 

emotional expression of plants in future lifestyles through the analysis 

of plants’ needs and responses to the environment. Also, we argue 

plants as a secondary role within the modern domestic environment, 

theories and practices of Michael Pollan and Stefano Mancuso are 

considered fundamental for the state of art between plants and 

computer. 

 

Secondly, by studying existing literature on relevant fields 

(Plant-computer Interaction, plants’  expression), a typology of 

plant-computer interaction is re-defined, specifically: Communication 

medium, Passive ride, Physical symbiosis and Emotional 

personification. This part of study aims to offer guidance to the 

symbiotic relationship between plants, machines and human. 

 

At last, we discuss a practice under the “Emotional personification” 

category through implementing called Plant-smart furniture. An 

explanation of how the non-human roles’ emotions and appeal 

intervene between and influence HCI is made, then the reflective 

discussion of the symbiosis and integration of plants and machines is 

conducted. To conclude, the project presents a series of interactive 

 
Hang Su is with the Central Saint Martins (University of the Arts London), 

London, UK (phone: +86 17801082519; e-mail: suhangdesign@163.com/ 
h.su0320201@arts.ac.uk).  

Yuan Liu is with Beijing Institute of Fashion Technology, Beijing 100029, 

China. (e-mail: yuan.liu@polimi.it). 
 

furniture controlled by the "intelligence" of plants, including a 

Bamboo palm chair, a Vine coat stand and a Moss robot vacuum. As 

an experimental innovation, this project adopts computer technology, 

empowers plants the right to survival, and secures the rights of choice 

making and emotional expression under the interactive form of 

plants-computer symbiosis/plants driving machines. 

 

The research is not only a response to the trend of 

biology-human-science integration, but also an exploration of the 

harmonious symbiosis of human and other forms of life under the 

framework of HCI and DFS. AI technology development may support 

better solutions for human-nature symbiosis both emotionally and 

commercially, which, the author believes, will be achieved in the 

family settings of the future. 

 

Keywords—Plant-computer, interaction, symbiosis, plants’ 

emotion visualization, role of plants. 
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Abstract— This paper’s goal was to develop an Augmented 

Reality (AR) app using a three-dimensional marker inspired by the 

Rubik’s Cube and evaluate its performance. This is an exploration of 

a new approach for early stages of architectural design coupling the 

acquired knowledge of traditional briefing methods and contemporary 

technology. We considered the concept of patterns to outline geometric 

forms and associations using visual programming. The Design Science 

Research was applied to develop the study. An SDK was used in a 

game engine to generate the AR app. The tool's functionality was 

assessed by verifying the readability and precision of the 

reconfigurable 3D marker. The results indicated an inconsistent 

response. To use AR in the early stages of architectural design the 

system must provide consistent information and appropriate feedback. 

Nevertheless, we conclude that our framework sets the ground for 

looking deep into AR tools for briefing design. 

 

Keywords—Augmented Reality; Cuboid Marker; patterns; early 

design stages.  

I. INTRODUCTION 

RCHITECTURE, Engineering, and Construction (AEC) 

content is mostly communicated through visual 

representations. As the complexity of design increases, 

computational systems advance. Designers are called for action 

approaching more creative design methods [1–4], which focus 

on developing systems to enable better management of diverse 

types of data.  

Each computer-aided design (CAD) tool requires a set of 

instructions, related to functions, to depict a specific type of 

information. Hence, the increasing application of digital 

technologies also broadened the possibilities of information 

exhibition. Each design process phase in architecture has a 

preconceived group of tools indicated based on their 

representational aspects, types of data accepted, or the amount 

of data supported. 

However, the exploration of other applications for the same 

tools tends to bring a new perspective into the role that 

technology plays [5]. Augmented Reality (AR) is one of the 

technologies currently applied in architectural design. From its 

definition, AR projects virtual information onto real world 

environments. In other words, AR supplements the real world 

with computer-generated graphics that appear to coexist in the 

same space [6,7]. 
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Campinas, SP, Brazil (corresponding author, larissanegris@gmail.com 

Ana Regina Mizrahy Cuperschmid is with the School of Civil Engineering, 
Architecture and Urban Design, State University of Campinas (UNICAMP), 

Campinas, SP, Brazil (cuper@unicamp.br) 

As a powerful visualization tool, AR can aid designers to 

communicate their ideas, improving dialog. It is possible to 

achieve this improvement from briefing to 3D modeling and 

construction, the latter ones being where it is normally applied. 

Nonetheless, inquiries on AR application in the early phases are 

an exciting opportunity to explore this technology and have the 

potential to promote interaction with other phases. 

AR can alter the elaboration of architectural design, which 

relates to the cognition of representation, visualization, and 

perception. From the earliest stages of design, the study of 

relationships, zoning, and overall dimensions of the forms 

according to user needs is required. Such analysis is carried out 

using graphic representations where basic geometries are more 

important than structured ones. 

With that in mind, our final purpose is to develop an AR app 

for briefing exploration. The AR app intends to support the 

early stages of architectural design to be used for internal design 

consultation specifically by architects. Basic features were 

considered to maintain early design requirements such as 

generic forms, and prompt design alterations. In this regard, the 

goal of our article is to develop this app and evaluate its 

performance. Using a three-dimensional marker inspired by the 

Rubik’s Cube, we evaluated the app response to different 

configurations. The methodology allowed testing its building 

prerequisites and 3D model association.  

Therefore, the novelty of this work is to propose a new 

approach to briefing design using AR, and attempted to address 

the following question: Inspired in the pattern language and the 

Rubik’s Cube, is it possible to explore AR aiding in the early 

stages of the architectural design process? To answer this 

question an app is ideated, and its performance tested. 

II. CONTEXT 

The conception of a design starts in the architectural 

program, also known as briefing. The goal of this phase is to set 

the base for the latter building solution. The organization of 

ideas, the establishment of rules, the prioritization of functions, 

and the coordination of relations are some activities undertaken 

in this phase. At this moment, only general aspects of form are 

proposed [8,9].  

As the ideas for the design are explored, they encompass 

basic forms that can be graphically represented. Bidimensional 

Daniel de Carvalho Moreira is with the School of Civil Engineering, 
Architecture and Urban Design, State University of Campinas (UNICAMP), 

Campinas, SP, Brazil (damore@fec.unicamp.br) 
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diagrams at this stage are frequently used to represent 

hierarchies, functions, distribution, and relations. In contrast, 

later phases of the design process focus on physical aspects and 

their final shapes.  

Traditionally, hand-drawings of relation matrix and bubble 

diagrams are used to support the systematization and 

visualization of information at the early stages of the 

architectural design process [10,11]. Nonetheless, technology 

breaks into every step of the design process for better data 

management, and deeper connection of phases and information 

along the building design process. Advances in CAD systems 

have been leading AEC into a path in which the integration of 

information prevails, even in the beginning of architectural 

design.  

Many studies analyze the use of 2D and 3D software for 

drafting, documenting, and modeling by AEC professionals 

[12–16]. The construction industry still has a large potential for 

improvement using innovative technologies such as Building 

Information Modelling (BIM), parametric design, AR, drones, 

3D scanning, and printing, amongst others [17]. However, there 

is a lack of digital tools with appropriate functionalities to be 

used in the early stages of architectural design [11].  

These early stages can be explored in the light of developing 

new strategies for technology applications developing new 

kinds of abstractions. The use of 3D virtual models in 

architecture to represent the object enhances object 

comprehension and demands less effort from the tool-user [18]. 

As one of the ways to work with 3D virtual models, AR still has 

more potential yet to be explored in AEC. This way, 

investigations in the architectural field are important to ensure 

AR implementation in the design process is up to date, and to 

discover new roles for these systems, as is the case of this study.  

The use of AR at this stage requires the transformations of 

2D diagrams and geometries into 3D ones. Thereby, it is 

essential to create digital models of cubes, and spheres, for 

example, and the study of other aspects to represent three-

dimensional information such as hierarchies, zoning, 

connections, flow, etc. In this research, the reflection goes in 

this direction. 

A. AR to support early stages of the design process 

As AR technologies expand their application on gaming 

[19,20], heritage tourism [21,22], or military sectors [23,24], it 

is also possible to see their spread into the AEC industry. 

Particular aspects have to be considered in this area, though. To 

continually innovate and take advantage of all nuances of such 

technologies, the challenge is to explore their potentials beyond 

rendering and visualization, embedding them in other fields of 

the design and construction process [25,26].  

A noticeable body of research exists presenting and 

validating the application of AR throughout the architectural 

design process [29–32,28,33,34,7,35–39,18,40,41]. The design 

process was explored on building redesign activity with 

students to enhance their skills in generating, visualizing, and 

assessing exterior walls by proposing a retrofit design to 

improve its sustainable performance [37]. In this case, AR was 

applied along with simulation game technologies to create 

different design scenarios. 

AR employment is still rising, which means that there is 

room for AR tools research and performance evaluation [27]. 

In AEC, AR use includes visualizing buildings on-site and 

rendered interiors, integrating design and as-built 

environments, for example [25,28]. In heritage buildings, there 

is also an investigation aiming at developing guidelines for their 

enhancement and preservation [34].  

As demonstrated, AR applications and studies cover design 

and visualization to production, maintenance, and assessment, 

also going through the interest in understanding the influence 

of different devices [42]. Yet, up to now, far too little attention 

has been paid to leveraging AR potentials during a briefing, or 

the early stages of the architectural process. Notwithstanding, a 

study in the field of mechanical engineering used AR for 

supporting abstract representations to aid design idea 

generation by novice students [43], which is inherently 

connected to the idea of working with architectural briefing 

information. This research was interested in conceptual design, 

seen as a process of exploring concepts. For this, the working 

principles, functions, or behavior were extracted from existing 

physical objects, which allowed understanding the spatial 

forces acting on such pieces as punching, pulling, leveling, 

cutting, and so on. With the AR-supporting tool, the students 

were able to archive existing artifacts, convert them into the 

mentioned abstract representations, map these abstract concepts 

into their generic physical elements in terms of AR markers, 

and observe animated 3D mechanical movements through AR 

function. This way, it was possible for the students to develop 

new designs starting from abstract solutions to concrete ones, a 

process that enables a higher level of idea generation for 

mechanisms. 

Considering all this evidence, most research focuses on the 

late phases of the design process, according to the prevailing 

function of this technology. Concrete proposals are related to 

immersive environments, which include human-scale 3D 

models to be superimposed in built environments. We already 

know that AR allows architects to interact with virtual spatial 

data of the proposed designs in their final contexts [7]. 

However, it can also allow interaction with different types of 

data, for diverse purposes, relating to other phases of the design 

process. The AEC sector might leverage from these other 

outlooks, as shown and inspired by studies in other areas such 

as the one in mechanical engineering [43].  

In other words, AR systems have many qualities besides 

enhancing the visual sense. Because of its inherent 

characteristics, AR can change the perception of space, without 

asking its users to lose complete contact with reality [44,45]. In 

general, as the AR application is developed, specific inputs are 

coordinated: types of interaction with devices, the user 

interface, the speed of data processing, sensors, among others 

[46]. 

Combining the positive evidence of working with 3D virtual 

models and associating this to the engagement induced by an 

immersive environment, the idea of using AR in the early stages 

can lead to a new perspective of this activity, and the whole 

design process. Thereby, the acquired knowledge using 
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traditional methods to collect briefing information can be taken 

to another level in architecture. 

B. Design patterns and the early stages of architectural 

design 

During the design work, architects have created many 

methods to deal with problem spaces (48–54,10). These 

methods might vary considerably among professionals’ 

profiles, the nature of the problem, or even clients’ needs (55). 

Nonetheless, it is possible, as has been done before, to indicate 

explicit and systematic manners for data collection, or highlight 

important pieces of thoughts one should bear in mind when 

designing.  

For instance, White (52) proposed specific ways of working 

with architectural information during the early stages of design 

using diagrams for space adjacency analysis. Although not 

mandatory, such methods assist in a better assessment of 

possible solutions. The use of a visual language during 

architectural programming aids the abstraction of ideas and, as 

the author says, is also central to the process of recognizing, 

understanding, remembering, recalling, and synthesizing 

architectural concepts. He indicates the usage of the Matrix 

Relationship Diagram, Bubble Diagram, and Zoning Diagram, 

each one possessing guiding structures or rules, demanding 

specific inputs that direct decisions.  

Rowe (53) is another important author that makes 

considerations in this field. In his discussion on design thinking, 

brings into light five classes of methods that can be 

distinguished, and used, during the design process. One of 

these, named “Environmental Relations”, includes organizing 

information searching for appropriate connections among 

components of the building. This method has a strong relation 

to what White (52) indicates and, both are intended to be used 

during the early stages of design.  

In this research, a particular approach is proposed based on 

well-defined and important architectural concepts. They were 

called primary generators by Lawson (8), or patterns by 

Alexander, Silverstein, and Ishikawa (54). The patterns are part 

of a repertoire for reasoning about early-stage information. 

They determine the point of departure, the direction the design 

will take (56), or the strategy from its early stages, and are 

related to the nature of the design problem (8). 

According to Alexander et al. (54), every design begins with 

general and abstract solutions to guide the process of design and 

later construction, which are implemented numerous times 

without repeating the exact form of application. Therefore, 

thinking in terms of patterns while designing contributes to 

remembering recurring problems addressed by architecture and 

for which the project must provide a solution. Consequently, 

conducting this exploratory study based on the pattern language 

is an attempt to keeping in mind essential design relationships. 

 As we employ pattern-based thought or any considerations 

on the described methods for handling early-stage data, we have 

to consider their depiction. The graphic representation is 

essential, for this is the language architects mostly use to 

manipulate and transfer messages. At this phase of the design 

process, however, we avoid the exact physical morphology to 

keep the ideas fluid and open. Instead, simple geometric shapes 

should be used to represent general schemes of relationships, 

hierarchies, functions, connections, among other aspects. 

III.  SOFTWARE SETUP AND WORKFLOW 

Applying Design Science Research (DSR), this study focuses 

on describing and exploring a research problem and designing 

and creating a system, which is an AR tool. Encompassing 

theory and AR artifact development sets the ground for the 

study. Under these premises, the research problem is raised 

based on the state of the art, followed by a solution proposition 

and functionality tests of the created tool (57,58).  

In this study, we determined with which basic geometries to 

work (spheres and cubes) and which types of association (how 

they are put together), proposing possible manners to handle 

graphic information. We do not intend to cover an extensive list 

of variations since this research is the first attempt to explore 

using a configurable cuboid AR marker to visualize 3D models 

for briefing development. Notwithstanding, we take a step 

towards creating a repertoire to be accessed by architects, 

favoring previous acknowledgement and later application of 

requirements that otherwise might have been minimized or 

even forgotten. 

In short, our research consists of five steps: (1) the 

investigation of current AR uses in architecture; (2) the 

comprehension of architectural design briefing development; 

(3) the establishment of a research problem to bridge the gap 

between program requirements and the possibility of creating 

an AR tool to aid this phase of design; (4) the proposition of an 

AR tool facing the problem; (5) the simulations and evaluation 

of app performance and related issues (development technology 

used, type of information, data processing characteristics, 

amongst others). The overall research process is represented in 

Figure 1. 

A. App conception 

Numerous methods and structures for the design process 

were previously discussed and applied in architecture 

(59,55,51–54,60). A critical aspect is to be aware of their 

nature: creative, rational, or of the design process control 

(55,60). The first one is a black box, and the line of thought runs 

according to the designer’s reflections, being out of conscious 

control. The rational nature, however, is a glass box, and the 

designer knows why and when certain decisions were made. 

Nonetheless, both aspects create a great number of alternatives 

to be explored.  

In their turn, methods based on controlling the design process 

create self-organized systems, which are valid recourses in face 

of the previous blind search for alternatives. Hence, this 

investigation seats within these last methods and traces the 

ideation of a new system. The research data in this work are 

drawn from one main source: the pattern language from 

Alexander et al. (54), to be considered and accessed during the 

early stages of the architectural design process. Currently, 

traditional methods for diagraming briefing information exist, 

but our endeavor is the conception of an AR app to explore new 

ways of briefing conduction. Indeed, inspired by the pattern 
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language (54), a particular approach to architectural design 

should be followed when using this app. 

For AR visualization, some aspects are considered based on 

equipment, element recognition, and computer-generated 

graphics associated. Different AR types exist influenced by 

how real environments are tracked and associated with digital 

models. Marker-based AR, markless AR, projections-based 

AR, and superimposition-based AR demand different 

construction approaches. In this research, a marker-based AR 

app was built using a tridimensional marker inspired by the 

Rubik's Cube. 

Other AR technologies also use cubes to depict virtual 3D 

objects, as the MERGE Cube. Within this app, all cube faces 

are tracked simultaneously, and its rotation indicates the 

corresponding rotation of the associated digital model. The 

MERGE Cube app is based on a specific static cube recognition 

and objects displayed vary according to user theme selection in 

a pre-defined gallery. 

Differently, the app created in this research intended to track 

configurable cube faces a proposal that seeks to guarantee tool-

user interaction. In other words, we seek to enable app-users to 

modify the cube using different face combinations to evaluate 

architectural briefing alternatives. This way, digital models 

would be automatically generated and visualized from the cube 

faces modification making it possible for a single 3D marker to 

display diverse results 

B. Characteristics of the physical 3D Marker Design 

 

1. Physical 3D Marker Design 

 

Although a Rubik’s Cube has three degrees of freedom 

(3DoF), we proposed to use only one degree of freedom 

(1DoF), with three rows named “α”, “β”, and “γ” (Figure 2, 

original Rubik’s Cube and axes, and Proposed Cube). The other 

two axes of the original cube were blocked, otherwise, it could 

be freely adjusted as happens with the traditional Rubik’s Cube. 

If so, controlled, and specific modification would be either 

over-complicated and unfriendly or impossible.  

Such properties imposed upon the cube operation caused two 

faces to be blocked, while the other four could still vary by row 

spinning. Each row commanded a type of information, and 

three functions were established, two of them relating to 

geometric forms and one to the association of these forms. Row 

α refers to a cube, row β refers to a sphere, row γ refers to the 

association between the cube and the sphere.  

In total, 64 results are possible, a number calculated 

according to the Fundamental Counting Principle (FCP), or 

counting rule, of combinatorial analysis (Figure 2, Number of 

Variations). FCP considers steps and moves association to 

determine possibilities. In this case, there are 3 steps, the rows 

“α”, “β”, and “γ”, and 4 moves, the 4 cells of each row. An 

overview of the calculation is also shown in Figure 2, on the 

right side. 

Each cell combination means a different cube configuration 

is created. Rows α and β promote scale variation, and row γ 

associate cube and sphere differently as face juxtaposition, face 

intersection, edge intersection, and edge juxtaposition. To 

better manage all variations, each cell of a row is named to 

make it easier to refer to them and associate the results. This 

way, cells of the α row (cuboid shape at different scales) are 

called “A”; “B”, “C”, and “D”; cells of the β row (spherical 

shape at different scales) are named “1”, “2”, “3”, and “4”; and 

cells of the γ row (type of association) are “W”, “X”, “Y”, and 

“Z”. Figure 2, Cell Definition and Results, indicates these 

names and corresponding results.  

Each cell of the physical marker received a different graphic 

representation to relate to the behavioral rules settled and to 

promote the visual association to digital results. For instance, in 

“row α - cell A” there is one square representing the 1st scale 

of the cube; in “cell B” there are two squares with different 

sizes; in cell C, three squares; and finally in cell D, four squares. 

Fig. 1 Research Methodology Infographic 

Font: authors. 
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The same happens in row β regarding the sphere, and in row γ 

the type of association is depicted. A diverse combination of 

cells offers a set of cubes and spheres at different scales 

combined according to four variations, and at the bottom of 

Figure 2 that is an illustration of four of the possible 

combinations and one version of the design for the cells. 

Fig. 2 Rubik’s Cube, Proposed Cube mechanism and variations, Cells 

with corresponding results; and Example of graphic representation 

associated to markers 

Font: authors. 

C. App Development 

Two steps were necessary to develop the app: (1) Definitions 

for 3D virtual model development - Rhino 5 associated with 

Grasshopper, an algorithmic modeling plugin; (2) Definitions 

for AR app development - Unity associated with Vuforia 

Software Development Kit (SDK), and tool visual design.  

 

1. Rhinoceros & Grasshopper 

Rhino with Grasshopper plugin was used for 3D digital 

models’ construction, to the creation of the models to be 

superimposed with the physical marker. Within Grasshopper, 

one group of rules refers to the cube construction (Figure 3 - 

highlighted in pink rectangles) and the other four to the spheres 

in different associations to the cube (Figure 3 - highlighted in 

red, green, blue, and yellow rectangles). 

 
Fig. 3 Rhino Grasshopper interface 
Font: Rhino/Grasshopper interface 

 

For the cube design, four base points were determined 
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alongside a height value. Later, four scale factors (SF) were 

established varying from 1 to 4 in a proportion of growth 

indicating cubes A, B, C, and D (Figure 3). This scale variation 

is based on the size of the Rubik’s Cube. Scale factor 1 (SF1) 

indicates the digital cube has the same size as the physical cube 

(size of 1 unit in Grasshopper), which represents a cube of 

1x1x1u. SF2 has 1,5u, SF3 has 2u, and SF4, 2,5u. At last, one 

cube face was selected as a reference for sphere connection 

(Figure 3, in pink).  

Sphere and cube were connected in four different ways. 

Therefore, we implemented four scripts whose parameters 

control sphere scale and positioning. Association “W” refers to 

the sphere juxtaposition to the cube (Figure 3, in red). To enable 

this connection, the center of the selected cube reference face 

was identified and used to guide sphere design. At this 

association, if we modify the cube SF, the values of the 

coordinates y and z of the sphere must be changed as well. The 

sphere SF is defined to be related to its radius, thus equal to the 

x coordinate value.  

For the “X” association another script was written (Figure 3, 

in green). By connecting the sphere center to the center of the 

selected cube reference face we could establish the face 

intersection relation. This way, whenever the SF of the cube is 

modified, so is automatically the position of the sphere. The 

only variable manually modified in this case is the sphere SF 

which was named “radius”. 

A third script was created to design the “Y” association 

(Figure 3, in blue). Such geometry was described and controlled 

by four parameters responsible for connecting the sphere center 

to one edge’s center of the cube, creating the edge intersection. 

To do so, the x coordinate value remains 0 in all cases, the y 

coordinate equals the cube’s SF, and the z coordinate value is 

half of the y coordinate. The fourth parameter controls the 

sphere SF and is updated according to the cube SF. 

The design of the “Z” association follows the code presented 

in Figure 3, in yellow. This association is called edge 

juxtaposition and the sphere location was calculated using a 

rectangle triangle trigonometry rule. The sphere SF is 

determined by changing “R length” values, which correspond 

to half of the cube’s SF values.  

 

2. Unity Project with Vuforia Engine 

 

To develop the AR app, Vuforia SDK for Unity Engine was 

used. Initially, a multi target marker (cuboid) was selected 

inside the Vuforia target manager area. The cuboid marker 

requires six images to be constructed (Figure 4, top). Image 

attributes must be verified in the Vuforia online system of target 

star rating to enable the best detection and tracking. In this 

study, we used the “.png” file format for an RGB image with 

60-100 KB, that received between 4 and 5-star ratings. Then, 

the cube dimensions were set according to a regular Rubik’s 

Cube size. 

After configuring markers and downloading the database 

from Vuforia, we imported both database and Rhino “.fbx” files 

inside Unity (Figure 4, bottom). Each model was associated 

with the corresponding marker. In addition, rotation and scale 

values of the models were updated within Unity to adapt them 

to the marker’s size. In the experiment, the smaller model 

superimposes the exact size of the physical cube (6 x 6 cm). The 

largest model is 2.5 the size of the smallest - this value was 

settled aiming for the best fit in smartphone screens.  

 
Fig. 4 Development interface of the cuboid marker in Vuforia and 

Marker-model association in Unity Engine 

Font: Authors, from the Vuforia Engine and Unity Engine interfaces.  

*For didactic reasons, the Cuboid markers being created are 

temporarily positioned in front of the digital 3D models to show their 

relation. Later, the digital models and the cuboid marker are 

superimposed.  

Font: Authors, from the Unity Engine interface 

IV. RESULTS AND DISCUSSION 

Tests were undertaken to analyze the performance of the 

targets created. To assess how the cube modification (rows 

rotation) regulates 3D model visualization, a series of studies 

was conducted. In this section, we describe the evaluation 

processes and the upgrades on tracking stability and target 

detection. Later, we discuss whether the research goals were 

achieved.  

A. App development overview 

To begin this process, as previously mentioned, 

Rhino/Grasshopper and Unity/Vuforia were defined to develop 

digital models, couple models, and targets, and create an AR 

visualization app. To test the app regarding detection, efforts in 

this study focused on working with a small sample of analysis. 

The design of the evaluation process was based on a specific 
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objective: to evaluate the capacity of the tracking system to 

correctly show the 3D models associated with the cuboid 

marker in each cell association.  

To that end, we decided to set out the tests based on two 

groups of cell association. Criteria for selecting the groups were 

as follows:  

1) First group: 

a) Models/faces: A1W, B2X, C3Y, and D4Z. 

b) Row rotation: No, all rows fixed. 

2) Second group: 

a) Models/faces: C3W, C3X, C3Y, and C3Z. 

b) Row rotation: Yes, γ row. ɑ and β rows fixed. 

This way we were able to assess target detection, contrasting 

the results with and without row rotation. 

B. App demonstration and evaluation 

Several versions of apps were created due to the modification 

of cuboid markers assembly and image-pattern design. For each 

version, errors related to tracking stability and target detection 

were systematically registered and adjusted for the next version. 

From this in-depth investigation and arising adjustments, six 

variations for image patterns for cube faces were generated, 

Figure 5 (top). The first column represents the tests with QR 

codes as targets, which are simpler images due to their type of 

patterns. More complex drawing patterns were created in later 

versions (3.0, 3.1, 3.2, 4.0).  

We noticed, as specified in Vuforia documentation, that the 

more detail and contrast on the one hand, and the less repetitive 

patterns on the other, the better target detection. For every 

modification in the targets’ design, the new ones were uploaded 

to Vuforia and analyzed first by its Target Manager system. 

Amongst the versions, 4.0 was better rated due to a more 

complex target design.  

The targets were printed and pasted in a Rubik’s Cube. To 

ensure the detection of the entire cube as a 3D marker, QR 

codes were pasted on the fixed faces. Figure 5 (bottom) presents 

three physical cubes with different versions of targets on them. 

During this process, other important aspects were 

considered. First, the patterns of each cell should be different 

from each other, which meant the creation of 12 variations. This 

was necessary because once it is possible to spin the three rows 

(α, β, γ), thus combining the rows freely, they need to be 

identified as unique elements that are put together to build one 

face. Second, the Vuforia camera focus influenced the tracking 

system, therefore requiring the inclusion of a C# script during 

app development to control this feature. 

 

1. Testing Process 

 

Following the creation of each version of the image patterns, 

a sequence of tests for cube detection in AR was conducted. In 

the first two versions we chose to only assess image 

recognition, and randomly observed the superimposition of the 

3D models on the cube. A high level of tracking issues was 

observed in versions 1.0 and 2.0. This result may be explained 

by the lack of detail and contrast in such images.  

From version 3.0 onward, we created a more systematic 

testing system for target assessment, as the Vuforia Target 

Manager system started to increase the image patterns’ rating. 

The method adopted enabled us to evaluate the targets, evolving 

their design towards better trackable ones. The performance 

was assessed in four steps:  

 
Fig. 5 Pattern variation of the four faces of the 6 versions of the 

cuboid markers (top), and Test for cuboid marker with tracking 

images (bottom) 

 

1) Define the model to be visualized and set the cube cells 

accordingly. 

2) Track the face corresponding to the model wanted for 5 

seconds and then rotate the cube for 5 seconds without hiding 

the previously - 40 times in total, 10 times each face.  

3) Register output to keep track of results. 

4) Calculate hit level. 

We considered one hit every time one face was tracked and 

the right model was shown. With that process hit level was 

22,50%, representing that only 9 out of 40 tracking results were 

correct, Figure 6, first example. This means that while tracking 

one specific face, another model appeared instead of the right 

one. Tracking the same faces using version 3.1 we had a 

significant reduction in this number: 2,5% of hit level. From 

version 3.2 we returned to 22,50% of hit level, a number that 

decreased again when using version 4.0 of image patterns.  

Surprisingly, there was no evidence that pattern variation 

influenced the tracking system, and consequently the results. 

These results are likely to be related to the cube remaining 

unchanged (with no row rotation): for tracking each of the four 

faces mentioned (A1W, B2X, C3Y, D4Z) it was only necessary 

to rotate the cube as a whole entity.  

The second set of trials intended to evaluate the effectiveness 

of the row variation to form diverse combinations of cells. The 

steps followed were the same, but they can be found in Figure 
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6, second example, along with different models expected to be 

visualized (C3W, C3X, C3Y, and C3Z). On the bottom of 

Figure 6, one can see this second example visualized in AR.  

Once all the faces change in every case due to row “γ” 

rotation, we had a significantly better result. With version 3.0, 

we scored 42,50%. Version 3.1 presented 45% of the hit level. 

A decrease in the hit level in version 3.2 was observed (27,5%), 

but a significant increase was detected with version 4.0: 77,5% 

of hits. 

All the results were compiled in a single graph (Figure 7). 

 
Fig. 7 Tracking results of versions 

 

This experiment indicated that for tracking a cuboid format 

it is always necessary to first have a good rating of each face 

inside Vuforia Target Management. However, this only 

guarantees good tracking for a single cuboid. As we are inspired 

by Rubik’s Cube, we must ensure that each cuboid is different 

from the other.  

These findings suggest that in possession of six images, we 

can build several distinct cuboid markers by varying the 

position of the images according to the cuboid faces. However, 

these cuboids are unlikely to be tracked as different ones. They 

will be detected as the same cuboid.  

Generally, therefore, although we had an increase in the level 

of hits of up to 77,5%, this result should be interpreted with 

caution, once one of the issues it represents is still lack of 

tracking precision. Despite the efforts to follow all Vuforia 

SDK instructions when building image patterns, 100% of hits 

were not yet achieved, which would frustrate potential users of 

the system. Hence, further investigation with more focus on 

other strategies to use a dynamic cube marker with face 

modification is suggested. 

V. CONCLUSION 

This study set out to develop an AR app with a configurable 

cuboid marker, inspired by the Rubik’s Cube, to evaluate the 

app response with different proposals during the architectural 

program. The forms and associations proposed were based on 

the Design Patterns, an important source of information during 

the early stages of architectural design. The process of building 

such an AR system based on a configurable multi-target cube 

has been shown to be complex. An in-depth study of image 

patterns was conducted as an endeavor to increase the reliability 

levels of the AR system. In this case, this means the stability of 

displaying the right digital models related to the target 

associated. 

Overall, the proposed system used a specific SDK that 

offered cuboid tracking, linking virtual models to the 3D object. 

In this research, we choose to work with cube and sphere 

models with different types of association as a concept proof 

for exploration regarding early phases of design. However, the 

strategy of developing an AR application using cuboid tracking 

provided a low-reliability level. The error rate presented by the 

system affected handling and visualizing briefing information. 

Fig. 6 Testing process steps and results (e.g.1 A1W-B2X-C3Y-D4Z, e.g.2 C3W-C3X-C3Y-C3Z), and AR examples 
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Therefore, another strategy is needed to use the design patterns 

with AR in the early stages of the architectural design process. 

For that, it may be necessary to develop a specific system that 

would allow testing design alternatives. 

Nevertheless, this research stands that AR can be employed 

in the early stages of architectural design, but first, the system 

must be consistent with the user input of information. Thereby, 

the main contribution of this work is to set the ground for 

looking deep into AR tools for briefing design, challenging the 

investigation of the AR potentials in the field of architectural 

design, specifically its early stages. This is the first attempt, in 

the literature, to address the design patterns in an AR system. 

This research provides such a change in perspective that can 

continue to be investigated to reach an adequate level of 

responsiveness.  

Future studies on the current topic might turn, for instance, 

to analyze different strategies to incorporate more interaction 

options through a user interface. One way is creating a digital 

interface coupled with a cuboid marker, where a button-labeled 

menu would help changing the features of the geometric forms 

like size, color, shape, among others. Using this type of marker 

associated with other commands in the AR user interface could 

create a design environment that provides a variety of 

possibilities. This association might allow the connection of 

digital with the physical, one of the strengths of an AR tool, 

which supports multiple combinations towards changing the 

virtual object. Later, user tests should be developed regarding 

the context of the intended design. 
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Abstract— Millions of young people around the world have 

been affected by Covid-19 to their psychological and social effects. 

Millennials’ stresses have been shaped by a few of the global issues, 

including climate change, political instability, and financial crisis. In 

particular, the spread of COVID-19 has become laying 

psychological and socioeconomic scars on them. When end-of-life 

planning turns into more widely discussed, the stigma and taboos 

around this issue are greatly lessened. End-of-life planning is 

defined as a future life plan, such as financial, legacy, funeral, and 

memorial planning. This plan would help millennials to discover the 

value and meaning of life. 

  

This study explores the attitudes of Thai Millennials toward an 

end-of-life planning as a new normal awareness of life in order to 

initiate an innovative service solution to fit with their value and 

meaning. The study conducts an in-depth interview with 12 potential 

participants, who have awareness or action on the plan. The 

framework of customer journey map is used to analyze the responses 

to examine trigger points, barriers, believes, and their expectations. 

  

The findings point to a service solution that improves knowledge 

of significant life worth, rather than death planning, encouraging 

people to reassess their lives in a positive way, resulting in higher 

self-esteem and intrinsic motivation, in this time of global crisis, to 

this generation. 

 

Keywords— End-of-life  Planning, Millennial Generation, 

Service Design Solution, User Journey. 
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Abstract— The evaluation of speech quality and intelligence is 

critical to the overall effectiveness of the Speech Enhancement 

Algorithms. Several intrusive and non-intrusive measures are 

employed to calculate these parameters. Non-Intrusive Evaluation is 

most challenging as very often, the reference clean speech data is not 

available. In this paper, a novel non-intrusive speech evaluation 

measure is proposed using audio features derived from the Stockwell 

transform. These features are used with the Light Gradient Boosting 

Machine for the effective prediction of speech quality and 

intelligibility. The proposed model is analyzed using noisy and 

reverberant speech from four databases and the results are compared 

with the standard Intrusive Evaluation Measures. It is observed from 

the comparative analysis that the proposed model is performing better 

than the standard Non-Intrusive models.  

 

Keywords— Non-Intrusive Speech Evaluation, S-Transform, 

Light GBM, Speech Quality, and Intelligibility  
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Abstract 

Today, there is no part of the world that does not bear the mark of man in some way. This process seems 

unstoppable. So perhaps the best thing we can do is to touch that handprint gently and with the utmost 

care. There are multiple uses for the same piece of land, the coordination of which requires careful and 

sustainable spatial planning. The case study of the Rétköz lake in north-eastern Hungary illustrates a 

habitat rehabilitation project in which a number of human uses were coordinated with the conservation 

and restoration of the natural environment. Today, the good condition of the habitat can only be 

maintained artificially, but the project has paid particular attention to finding a sustainable solution. The 

rehabilitation of Lake Rétköz is considered a good practice in resolving land-use conflicts. 

 

Keywords 

sustainability, ecosystem service, land-use conflict, landscape utilization 

 

Objectives 

Present a project and its outcome, which is a good and sustainable practice for resolving land-use 

conflicts. 

 

Methodologies 

Case study. 

 

Main Contributions 

Human landscape use can be reconciled with the conservation and sustainable management of habitats. 
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Abstract. E-commerce industries nowadays implement the latest AI, ML Techniques to 

improve their own performance and prediction accuracy. This helps to gain a huge profit 

from the online market. Ant Colony Optimization, Genetic algorithm, Particle Swarm 

Optimization, Neural Network & GWO help many e-commerce industries for up-gradation 

of their predictive performance. These algorithms are providing optimum results in various 

applications, such as stock price prediction, prediction of drug-target interaction & user 

ratings of similar products in e-commerce sites, etc. In this study, customer reviews will 

play an important role in prediction analysis. People showing much interest in buying a lot 

of services& products suggested by other customers. This ultimately increases net profit. In 

this work, a convolution neural network (CNN) is proposed which further is useful to 

optimize the prediction accuracy of an e-commerce website. This method shows that CNN 

is used to optimize hyperparameters of GWO algorithm using an appropriate coding 

scheme. Accurate model results are verified by comparing them to PSO results whose 

hyperparameters have been optimized by CNN in Amazon's customer review dataset. Here, 

experimental outcome proves that this proposed system using the GWO algorithm achieves 

superior execution in terms of accuracy, precision, recovery, etc. in prediction analysis 

compared to the existing systems. 

 

Keywords: Prediction Analysis; E-Commerce; Machine Learning; Grey Wolf 

Optimization; Particle Swarm Optimization &CNN. 
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1 Introduction  
Prediction analysis as a part of a modern analytic approach, utilizes (ML) Machine 

Learning, Statistical algorithms, (AI) Artificial Intelligence, Data Mining to 

examine current data, perform thorough analysis & realize many different ideas 

for best assessments in the future. [1-2]. In this paper, the customer reviews over a 

particular product are considered as an input for Sentiment analysis, which will 

generate a product rating. A catalog consists of a distinctive sequence of products, 

which are abruptly recognized by their brand, model, and key features & differ 

following a category of product. [3]. The algorithms used for this analysis are 

Convolutional Neural Network (CNN), Particle Swarm Optimization (PSO) & 

Grey Wolf Optimization (GWO) [4]. These algorithms have been utilized for the 

resolution of optimization difficulties.  

GWO algorithm imitates a grading of leadership & hunting structure of the gray 

wolf in the wild. categories of grey wolves are α, β, δ, ɷ used to simulate the 

hierarchy of leadership. In addition, 3 main phases like prey hunting, enclosing 

prey, and attacking it, are implemented for accurate outcomes. Similarly, PSO is 

one of the bio-inspired algorithms, use to search for an optimal solution & in 

combination with it, the CNN base model is used because CNN is having higher 

prediction rate & depicts good accuracy for classification.  

Sequence of the Research is explained as: Section 2 describes different ideas 

implemented in previous research or other papers, Section 3 explains about the 

subject matter and project mechanism developed in E-Commerce filed, Section 4 

is proposed methodology description, Section 5 is regarding  Experimental Results 

in deep, Comparison of the succeeded GWO model with other available models 

for consideration of its Prediction accuracy, and at the end, Section 7 is conclusion 

of a project with future scope. 

2  Related Works 
Sentiment analysis comes under Natural Language Processing (NLP) which 

extracts emotions related to some raw text data & implements them to social media 

posts and customer reviews for quick understanding like if the reviews are positive, 

negative, neutral & why. various techniques like Hybrid Clustering, Segmentation, 

Feature Extraction, Pattern Recognition are utilized in E-commerce, & most of 

them face problems in creating a model which gives an accurate comparison of 

hybrid algorithms automatically [11]. So, a different approach has been shown 

which works on 2-3 algorithms, optimize their hyperparameters, and give more 

and more accurate values for a future prospectus. 

“Rasmiranjan Mohakud, Rajshree Dash, (2021) [11]” proposed a method for the 

development of a GWO-based optimized hyperparameter by CNN classifier to 

detect skin cancer disease, an inexpensive, automated CNN with GWO technology 

is being developed which recognize a categorization of skin cancer from input 

data and a clear justification has been observed that there is an improvement in 

solving a problem of multi-class skin grouping. The image pre-processing with BI 
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to resize the image, followed by the conversion of colour images to grayscale, and 

the Gaussian filter approach is integrated into a model for CNN training. 

Sonsare, Pravin. (2020) [12], proposed a Long Short Term Memory Network 

Using Grey Wolf Optimization for Stock Price Prediction.it would improve the 

exactness of prediction of stock cost and help the investors. traditional LSTM and 

LSTM with GWO are designed. The results of LSTM with GWO shows better 

result than LSTM. 

Sasikala, P., Mary Immaculate Sheela, L.  (2020) [13] investigated a DLMNN 

technique which is proposed aimed at SA of online products review and an 

IANFIS technique has put forward a point at online products future prediction & 

execution of all techniques have been examined also this execution output helps 

paper to prove that a CLB framework and IANFIS were conducted effectively for 

SA & online products future prediction. In future, a solution to keyword 

processing problem can be found by extending this system & hybridization 

algorithm will improve its performance in succeeding prediction procedures. 

Vrbančič, Grega & Zorman, Milan & Podgorelec, Vili. (2019) [14] proposed a 

GWOTLT technique which became carried out the use of GWO algorithm & 

execute it for an issue in recognition of brain haemorrhage from a head CT scan 

figures & effects received display better classification overall performance for all 

the measured classification metrics. a GWO-CNN version has been initiated in 

[15] for systematic network anomaly detection in cloud setups, in which CNN has 

applied to a category of anomaly also GWO has been implemented in conveying 

the multi-goal characteristic removal issue. On average, the proposed version 

reveals the development like 8.25% detection rate, 4.08% fake positives, also 

3.62% accuracy in phrases, comparing it with conventional GWO with CNN [14]. 

“Singla, Zeenia & Randhawa, Sukhchandan & Jain, Sushma. (2017) [16].” 

Proposed a technique for Sentiment evaluation of purchaser product evaluations 

by the usage of machine learning. Online evaluations have turned out to be a 

platform for constructing faith and influencing buyer-shopping patterns. With such 

dependency, there may be a necessity to address this sort of the massive extent of 

evaluations and gift credible evaluations earlier than the consumer. Our studies is 

aiming to attain this through accomplishing sentiment evaluation of smartphone 

evaluations and classifying the evaluations into positive and negative sentiments. 

After balancing the statistics with a nearly identical ratio of positive and negative 

evaluations, three classification models were used. Among all three i.e., Naïve 

Bayes, SVM, and Decision Tree, SVM shows best results in predictive accuracy 

& accuracy outcomes were cross-tested and the very best price of accuracy 

became 81.75% for SVM most of the three classification models. 

 

3   Proposed Methodology 

 

In this work, the proposed system is divided into Seven prime stages: 

• Data gathering 

• Data pre-processing  
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• keyword withdrawal 

• keyword optimization 

• Model creation 

• Model training and 

• Model Performance. 

 Inputs were gathered from Amazon customer evaluation data files and pre-

processing was important for improving Amazon data quality. This pre-processing 

is for the filtration of customer reviews & its categorization includes three modes 

(disinfection, stemming, elimination of stop words). disinfection means cleaning a 

dataset as per requirement, removing unwanted columns, emoji’s, hashtags, 

symbols and spaces, in short sanitization of a dataset. Stemming transform words 

in a sentence into dictionary form to bring out appropriate motto [6]. Stop words 

are commonly used words in customer reviews like ‘i’, ‘the’, ‘is’, ‘are’ etc. 

Natural Language Processing (NLP) is helping in removing stop words. Keyword 

withdrawl depends on part of speech presented by every token in review, then 

sentiment recognizer also called keyword optimizer analyses ratings as positive or 

negative or neutral supported their polarity. The rating generator offers ratings to 

reviews depending upon every week client sentiments concerning merchandise.  

Finally, Rating Predictor accumulates the previous rating for predicting benefits & 

failure of products [4].  data feeding to the model is possible using CNN 

Architecture, Particle Swarm Optimization (PSO) &Gray Wolf Optimizer (GWO) 

were implemented for training a model & Model Performance is nothing but the 

output values in the form of Accuracy, Precision & Recall. Metaheuristic 

Algorithms are having hyperparameters, so to optimize it CNN is used.  

An algorithmic rule hybridization is then applied to the clean information set i.e., 

in these project CNN base models is used along with PSO & GWO for hyper 

parameter tuning. Proper tuning of hyperparameters can improvise the complete 

working & results of the CNN, PSO, and GWO models. Hence, this intention has 

forced many researchers to address the adjustment of the hyperparameters of 

CNN, PSO, and GWO as an optimization problem. because generally GWO 

algorithm is used for classification problems & for the first time in this paper it 

has been used for the optimization of the E-commerce Prediction System. Particle 

swarm optimization [17] univariate dynamic encoding [18] and multilevel 

evolutionary optimization [19] are a few optimization methodologies, applying for 

the optimization of hyper-parameters of CNN. 

 

3.1   Convolutional Neural Network (CNN): 

CNN consists of a standard algorithm for optimization & also has some default 

loss functions which is called Cross Entropy. CNN’s multi-layered architecture 

comprises Conv1D, Bidirectional LSTM, Dropout, MaxPooling1D, and Dense 

layer. Every layer demonstrates a complex characteristic of straightforward 

characteristics [5].  

Utilization of important layers of CNN are explained below:  
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(a) Bidirectional lstm - In this work, it is a method of constructing every 

neural network that has the sequence details in each direction backward (future to 

past) & forward (past to future) & is utilized for sequence prediction [7]. 

(b) Dropout Layer-this layer avoids overfitting of a model. Dropout is 

executed by randomly arranging the leading margins of unseen components to 0 

every time a training phase is updated. [8]. 

(c) Dense Layer–a dense layer is powerfully connected with its preceding layer 

i.e., neurons that exist in a layer are attached with every neuron of its preceding 

layer. in artificial neural networks, this can be the foremost normally used layer [9]. 

(d) Time Distributed -The application of the same layer to several inputs. And 

its production of one output per input to get the result in time is nothing but time 

distributed layer.[10]. 

(e) Maxpooling Layer–Max pooling layer assists to scale back the spatial size 

of the convolved options & additionally also assists to minimize over-fitting by 

providing an abstracted illustration of them [11]. 

(f) Activation Layer–it is applicable for the transformation of the input values 

of neurons & introduces non-linearity into the neural networks so that the networks 

are capable of learning relationship between both the input and output values [9]. In 

short, the CNN algorithm is applied for model automation since it is efficient in 

taking out attributes from datasets along with training a model appropriately [10]. 

 

 

Fig 1: Block Diagram of the Proposed System 

For smooth operation of prediction analysis, the whole project has been 

implemented on the Anaconda Platform in Jupyter Notebook. some libraries used 

are –  

1) Tensorflow – CNN Architecture makes a machine learning model using 

Tensorflow & Keras library. It’s an open-source software library for Machine 

Learning (ML) and Artificial Intelligence (AI) also has been utilized in a wide 

variety of activities but has a special focus on deep neural network training and 
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inference.  Keras is an open-source software library which supplies a Python 

interface for artificial neural networks. Keras acts as an interface to the 

Tensorflow library. Tensorflow can use all Keras functions for model creation 

[21]. 

2) Pandas (pd) – It is used for copying the whole dataset from .csv file & putting 

it into its dataframe. Panda’s functions convert rows & columns into vectorized 

form due to which the process becomes faster [22]. 

3) NumPy (np) – Computation is done in neural network & all calculations are in 

matrices (i.e., vector calculation) to make vector calculation faster NumPy is used. 

NumPy includes support for huge, multidimensional arrays and matrices, along 

with a large collection of high-level math functions that work with those arrays. 

4) TextBlob - This library is useful for assigning polarity and subjectivity ratings 

for data. “All sentiment characteristics returns a named tuple of the form 

sentiment (polarity, subjectivity). The polarity score range is [ -1.0, 1.0]. 1.0 is 

very subjective. Subjectivity is opinion-based, i. e. TexBlob subjectivity ratings 

are built upon keywords like “I”, “my”, “our”, “mine” etc. while polarity is built 

upon sentiments, either positive or negative. [23]. 

 

3.2 Pre-Processing Results: 

 
                            

                            Fig 2 : Polarity Score                                              Fig 3: Subjectivity Score   

 
Fig 2 depicts the polarity score which explains that the amazon reviews contain 

maximum no. of positive comments and very few negative comments in the 

dataset. Similarly, Fig 3 shows the maximum no. if reviews related to the subject 

are there. Very few are different from the product explanation. Sometimes model 

shows more positive scores or more negative scores, which is not feasible for 

model training because the model works only on one type of sentiment either 

positive or negative. i.e., a model is more optimistic, which is called biasing. If a 

database is showing any one type of value more, then model training will show 

results accordingly. So, to avoid it, the average value needs to calculate which will 

equalize the final result by reducing biasing. 

The Project is divided into 4 parts – 

1) Data Pre-processing - Sanitization & Cleaning 
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2) Model Creation – Data Feeding to the model 

3) Model Training – Sentiment Analysis 

4) Model Performance – Accuracy of CNN, PSO & GWO 

Data Pre-processing more often concentrates on gathering and converting 

collected data into a usable format. The Pre-processor filters the reviews in such a 

way that the sentences have proper relations with each other & convert text from 

the dataset into a mathematical model which is called Tokenization. The 

tokenization process breaks the verification down into a token of words separated 

by spaces. Then, NLTK (Natural Language Toolkit) labelling activity does 

tagging of nouns, pronouns, verbs, adjectives, adverbs, and prepositions in every 

token in their check because these tokens are having a list of words, sentences, 

characters, numbers, etc. [20].  

In the current past, GWO & PSO method has been regarded as a promising meta-

heuristic method fixing distinct popular optimization problems, GWO mimicks a 

social hierarchy, focusing on grey wolf functions [24] though it's been applied for 

addressing the function extraction issue [15][25], weight initialization of CNN 

[26], training of CNN [27] however it has now no longer carried out for hyper-

parameter optimization tasks [28-29]. therefore, in this research, for the primary 

time, it's far carried out for tuning the hyper-parameters of CNN in 

implementation to prediction evaluation of merchandise in E-commerce. 

 

 

Fig 4: Graph showing the average value of Sentiment Analysis 

After pre-processing, an efficient encoding technique was used to fit the 

hyperparameters into GWO. Having determined the architecture of the CNN, 

achieving the near-optimal values of the hyperparameters that are mainly involved 

in convolution, dropout and clustering layer is the aim of this document. The 

slowest part of hyperparameter tuning is CNN training, which is defined as the 

fitness function to be assessed in the GWO optimization process. CNN is used for 

its end-to-end training capabilities, automatic role selection, and classification 

accuracy. A profitable CNN model is created with the optimized hyperparameters 

from GWO and PSO. The proposed model is finally assessed based on some 

standard classification matrices such as Accuracy, Precision, Recovery, FScore 
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[30-33] along with the absolute cross-entropy loss value (loss) which is described 

as follows:  

 

���� =  − ∑ �	


	�� ⋅ log ��	 ���� = − ∑ �	



	�� ⋅ log ��	                                  (1) 

 

where N - number of classes, Yi -predicted model value for ith class, it is a 

comparable target value. 
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where Tp – True Positive, Tn -True Negative, Fp -False Positive, Fn - False 

Negative. 

 

4 Experimental results –  

 
Finally, a model is confirmed by differentiating it with 2 alternative nature-

inspired techniques like PSO and GWO. all experiments are supervised in python 

by exploiting the Keras, Scikit-learn, and OpenCV libraries. 80% of text 

information is chosen for training & 20% is utilized for testing. The accuracy and 

loss of various hyper-parameter optimized CNN Models obtained for the sample 

data set are shown in Fig 5,6 & 7. It proves that accuracy of the optimized CNN-

GWO model is having more accuracy than PSO, initial values of the model were 

fluctuating but as the model has won extra training, the curve is smoothed. The 

loss function graph suggested that the GWO loss transition is smoother than 

others.  
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Fig 5: Performance Comparison of all three algorithms 

 

 
 

                   Fig 6:  Model Accuracy                                             Fig 7:  Model Loss 
 

The model performance is compared to two other techniques developed using the 

CNN algorithm, as proven below: 

 

 
Table 1. Performance analysis of all three models. 

 

 

Model Accuracy Precision Recall F Score 

 

CNN 

 

Model attained an 

accuracy of 

79.32% 

 

85.38% 

 

79.32% 

 

82.53% 
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CNN-PSO Model attained an 

accuracy of 

84.42% 

 

87.66% 

 

82.81% 

 

85.16% 

CNN-GWO Model attained an 

accuracy of 

92.84% 

 

94.07% 

 

89.22% 

 

91.57% 

 

 

 

5   Conclusion 

 
The CNN architecture with PSO & GWO algorithm gives an accuracy of 94.07%.  

&Sequential Model focuses on improvisation of predicting right products to 

customers & provides good performance. This model is trained up to 10 epochs. if 

no. of epochs were increased, accordingly accuracy will be improved. The 

performance of CNN-GWO model is superior to CNN-PSO &other CNN models. 

Taking into consideration all types of reviews from Amazon Dataset of 3000 

entries to calculate the prediction accuracy of products helps E-commerce 

industries to take decisions properly & improve business accordingly by giving 

suggestions of relevant products to the customers. In the future hybridization of 

CNN with different metaheuristic algorithms except PSO & GWO will be a new 

scope towards technology advancement. 
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Abstract— In the Philippines, Central Luzon is one of the 

regions at high risk in terms of volcanic eruption. In fact, last June 

15, 1991, which were the Mount Pinatubo has erupted, the most 

affected provinces were Zambales, Olangapo, Pampanga, Tarlac, 

Bataan, Bulacan and Nueva Ecija. During the Mount Pinatubo 

eruption, Castillejos, Zambales, has recorded the most significant 

damage to both commercial and residential structures. In this study, 

the researchers aim to determine and analyze the various impacts of 

ashfall on roof structures in Concepcion, Tarlac, during the event of 

a volcanic eruption. In able for the researcher to determine the 

sample size of the study, they have utilized Cochran's sample size 

formula. With the computed sample size, the researchers have 

gathered data through the distribution of survey forms, utilizing 

public records, and picture documentation of different roof 

structures in Concepcion, Tarlac. With the data collected, Chi-

squared goodness of fit was done by the researcher in order to 

compare the data collected from the observed N (Concepcion, 

Tarlac) and expected N (Castillejos, Zambales). The results showed 

that when it comes to the roof constructions material used in 

Concepcion, Tarlac and Castillejos, Zambales. Structures in 

Concepcion, Tarlac were most likely to suffer worse when another 

eruption happens compared to the structures in Castillejos, 

Zambales. Yet, considering the current structural statuses of 

structure in Concepcion Tarlac and its location from Mount 

Pinatubo, they are less likely to experience ashfall. 

 

Keywords— risk assessment, Concepcion, Tarlac, Volcano 

Pinatubo, roof structures, ashfall. 
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Abstract— This paper proposes the bioinspired soft frog 

robot. All printing technology was used for the fabrication of the 

robot. Polyjet printing was used to print the front and back 

limbs, while ultrathin filament was used to print the body of the 

robot, which makes it a complete soft swimming robot. The dual 

thrust generation approach has been proposed by embedding 

the main muscle and antagonistic muscle in all the limbs, which 

enables it to attain high speed (18 mm/s), and significant control 

of swimming in dual modes (synchronous and asynchronous 

modes). To achieve the swimming motion of the frog, the design, 

motivated by the rigorous modelling and real frog dynamics 

analysis, enabled the as-developed frog robot (FROBOT) to 

swim at a significant level of consistency with the real frog. The 

FROBOT (weighing 65 g) can swim at different controllable 

frequencies (0.5–2Hz) and can turn in any direction by following 

custom-made LabVIEW software’s commands which enables it 

to swim at speed up to 18 mm/s on the surface of deep water (100 

cm) with excellent weight balance. 

I. INTRODUCTION 

Soft robotics is incipient research area with wide range of 
new applications such as fully integrated soft octobot, octopus 
robot[1], worm robot[2] and soft multicomotion microbot[3]. 
For under water exploration, inspection, observation and 
rescue developing swimming robots with intrinsically soft 
materials and achieving flexibility with numerous degrees of 
freedom in their motion, have gradually attracted the attention 
of bionics[4]. In literature, numerous soft robots have been 
developed enabling proprioception based on shape memory 
alloy actuators[5], [6]. One of the SMA based soft robots is 
developed which uses micro meter range diameter SMA wire 
as an actuator, in concurrence with fully 3D printed hand for 
prosthesis application, it is light weight with flexible 
geometrical shape to attain silent movements 
[7][8][9][10][11]. Another interesting development is 
earthworm soft robot with fluid filled structure surrounded by 
muscular body which behaves more likely as real earthworm. 
This soft robot is mainly built with two viscoelastic silicon 
rubber elements which imitates a constant volume 
hydrostatical structure[4] causing peristaltic locomotion using 
radical twisting and bending of soft hydrostatical 
elements[12]. These hydrostatical elements are being 
energized through applying pressure to spring shaped SMA 
wires[2], [13].  
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The Frog-inspired robots have acquired an excellent value 

due to frog’s amphibian nature. Currently, many experimental 

based studies on frog-inspired swimming and jumping robots 

based on modelling analysis and swimming mechanism have 

been reported [5], [14], [15]. These robots are relatively large 

in dimensions, complex in design aspects and a bit heavy, 

which makes robots relatively impossible to actually realize 

the swimming ang jumping mechanism[16].  

Recent advancements in intelligent materials have made easy 

for their use as soft actuators due to their distinct and 

matchless soft characteristics[17]. For instant, shape-memory 

alloys materials have been at front end for last few years due 

to its characteristic of lacking in mechanical parts[18] or the 

capacity to upgrade the mechanical movables with the 

application of current with different rating relevant to 

dimensions of SMA used[19][20]. The intelligent material 

such as SMA [4], [17], [21], have made it possible for soft 

robots to become much capable of following animal 

movements. However, conventional stiff mechanical systems 

for robots are complex and it is more difficult to develop 

miniaturized mechanical systems to achieve desired animal 

motion in under water environments. SMAs are mostly 

available in wires, pipes, springs and ribbons types[15], [17].  
Herein, we propose the design, fabrication and 

characterization of frog robot (FROBOT) that is capable of 
swimming underwater in synchronous and asynchronous 
modes. The robot was designed by printing its muscle wires 
embedded front and back limbs using PolyJet printing process. 
Dual thrust approach was implemented which enabled the 
FROBOT to swimm in both modes with the maximum speed 
of 18 mm/s at 1.5 Hz.  

II. FABRICATION PROCESS 

The fabrication of FROBOT was done using multi-step all-

printed technology. For the functionally responsive front and 

back limbs, the polyJet printing was used. This process is 

taken from our previous studies [22]. As Shown in Figure 1, 

the first half part of all four limbs were printed which then 

were brought to custom-made multi-header printing system 

which inserted the muscle wires and necessary connections 

and sent back to PolyJet printing setup which printed the 

second half of the limbs. In parallel, the body of the frog robot 
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was printed using multi-header system. Herein, ultraflex 

filament (BLACKMAGIC3D, 1.75 mm) was used. the system 

was loaded with a CAD model of proposed robot design, 

which was fully optimized using simulation and mathematical 

work, as carried out in our previous work [22].   

 

Fig.1 step by step FROBOT fabrication process, b) schematic of 

experimental setup; where the experiment is monitored using two 

high-definition imaging devices, thermal camera for monitoring real 

time temperature and myRIO for monitoring and control of the 

whole setup. 

III. RESULTS AND DISCUSSION 

The design of the FROBOT was inspired by the Anura, such 

as RANA Esculenta (semi aquatic frog). This infers that the 

proposed robot must be soft, bio-inspired and follows the 

swimming mechanism. Like the natural frog, which swims by 

its contraction and expansion of different muscles for 

effective and controllable swimming, the FROBOT follows 

the same by using dual-thrust approach. In the proposed 

design, two degrees of freedom were added; the knee joint and 

the flipper joint. In each limb, there are two muscles. Fig. 2 

shows the actuation mechanism of FROBOT. The main 

muscles are responsible for the drag forces, while the 

antagonistic muscles create the lift force and enable the limbs 

and flippers to return their original positions. The sequential 

control of these muscles are time-bound and are activated 

when the other muscles are off. A deliberate delay of few 

hundred mili seconds has been added in the software to ensure 

the settling of each muscle wire.  

In order to make sure, the muscle wires get the required heat 

level and the overall body of the frog is not damaged. The 

thermal characterization was carried out using IR thermal 

camera (FLIR ONE). Figure 2 shows the images taken from 

the video captured by high-definition imaging device. On the 

application of voltage to the FROBOT, the current starts 

flowing which causes the temperature to rise. A gradual 

increase in the heat can be seen in both, the front and back 

limbs. it seems like there is discontinuous temperature 

increase, however this is due to the fact, that the muscles wires 

were embedded inside the limbs which takes time to heat up 

the limbs completely. This also brings an advantage to the 

FROBOT as it does not provide any significant effect on the 

temperature of the environment where it swims. 

 
Fig. 2 Thermal characterization sequential images 

 

 
Fig. 3 working mechanism; with complete stroke operation, dual 

approach of thrust generation is shown in the top left figure (S1 and 

S3 are the main muscles for lift force generation, S2 and S4 are the 

antagonistic muscles responsible for drag force generation), 

Furthermore, the concept of turning right or left was inspired 

from the two-wheel line following robots; in which, specific 

wheel is turned off, in order to move in the direction of 

blocked wheel. Following the same approach, in the case of 

turning right, the right limb was deactivated. However, from 

the practical observation, activating the right limb for the 

period of 20% duty cycle improved the stability of the robot 

significantly. Similarly, for turning left, S3 was activated, 

while S1 activated only for 20% duty cycle. During the whole 

experiment, the feedback from, IR gun for temperature 

measurement, thermal camera, resistance of the muscle wires 

and angle of actuation worked as the feedback for the 

controlled to enable robot swim efficiently. However, for the 

synchronous swimming, the control was quite simple; S1 and 

S3 were activated at the same time, while with some delay the 
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antagonistic muscle wires were activated to create the lift 

force. The bottom right picture in figure 4 shows the software 

that was developed using LabVIEW 2019 and interfaced with 

myRIO. The user has the liberty to intuitively select the 

swimming modes, frequency, real-time imaging (thermal and 

two high-definition cameras) and sensors data. Moreover, all 

the data was also logged to the computer. Fig. 4 shows the 

PWM waveforms used for controlling the FROBOT in the 

respective mode. In the asynchronous mode (turning right), 

S1was kept activated while S2 deactivated. However, after 

the deliberate delay of few mili seconds, the S3 was activated 

to control the direction. 

 

 
Fig. 4 a) continuous frames taken from videos of turning right, b) 

continuous frames taken from videos of turning left, c) PWM signals 

for each muscle wire, d) custom-made software with monitoring and 

control features (bottom right). 

It is highly pertinent to determine the force each limb 

generates, which can help to predict the overall swimming 

performance of robot. For this, a setup was prepared where 

the each limb was attached to a shaft coupled with load cell. 

The sensor was interfaced with myRIO, which logged the 

real-time data after every pre-set sampling time. The process 

is given in Figure S1. The maximum force generated by each 

back limb was 0.135 N, moreover, the front limb could 

produce force of 0.8 N. The process of measurement was 

followed as in our previous work [22]. 

IV. CONCLUSION 

We propose the design, fabrication and characterization of 

frog robot (FROBOT) that is capable of swimming 

underwater in synchronous and asynchronous modes. The 

robot was designed by printing its muscle wires embedded 

front and back limbs using PolyJet printing process. Whereas 

the body of the robot was printed using custom-made multi-

header printing system which also placed the muscle wires 

during the printing phase. The proposed robot showed 

remarkable consistency in biomimicking the real frog 

locomotion with the power supply of 5V 1A. From the results, 

it is inferred that the FROBOT can be a strong candidate for 

the bioinspired environmental monitoring. Moreover, in 

future work, the attainment of higher efficiency, more delicate 

swimming styles is targeted.  
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Abstract—This paper evaluates using event-based scheduling
as a basis for dynamic workflow management. To do this, the
WorkflowRunner is introduced as a tool for conducting event
driven scheduling in a robust manner. It is evaluated in comparison
to Slurm and the WorkflowRunner is found to schedule analysis
roughly 2.5x quicker than Slurm in most cases. An example workflow
is also presented, demonstrating how this style of scheduling allows
for complete modification of the workflow structure at runtime, some-
thing very difficult to achieve in traditional workflow management
systems. These developments are expected to be of particular use in
distributed analysis systems, and in heterogeneous systems such as
those looking to accommodate human-in-the-loop interactions.

Keywords—Dynamic, Heterogeneous, MEOW, Workflows.

I. INTRODUCTION

Modern scientific research frequently involves the process-

ing of large amounts of experiment data, in long running

jobs, on dedicated hardware. This analysis often comprises of

several different steps and is can be managed by Scientific

Workflow Management Systems (SWMSs). These typically

use Directed Acyclic Graphs (DAGs) as a basis for composing

a workflow, with individual steps linked together in a linear

progression. A DAG allows SWMSs to easily identify different

jobs and their dependencies within a workflow, as well as mak-

ing workflow composition straightforward for users. However,

scientific workflows are exploratory in nature [10], and have

an inherent need to be dynamic [24]. This need is not easily

met through the use of a static DAG, and so alternatives are

needed.

One alternative to the static DAG paradigm is the use of

dynamic schedulers, where jobs are scheduled individually

without a full workflow necessarily being understood at the

start. Managing Event Oriented Workflows (MEOW) [23] is an

example of this. It uses event monitors to respond to file events

by scheduling individual jobs as part of a continuous, live sys-

tem. This can potentially distributes control of the scheduling

across multiple nodes, and enables dynamic processing that is

not possible within a static, sequential system.

A. Existing SWMS Offerings

Unsurprisingly, a large number of tools for constructing and

managing scientific workflows already exist. Many of these

are dedicated tools such as Apache Airflow [18], Kepler [1],

Pegasus [9], Taverna [29], Dask [34], DagOn* [26], Askalon

[15], and DVega [36]. All of these systems use a data-flow

model, where a pipeline of processing is constructed and data

This project has received funding from the European Union’s Horizon 2020
research and innovation programme under the Marie Skłodowska-Curie grant
agreement No 765604.

is passed from process to process. Each process will have

defined inputs and outputs, and should always perform some

modification on the input data. This model is maintained

through the use of one or more DAGs. A DAG is a linked

graph in which nodes are directionally connected such that

a loop is never formed. Thus, a DAG is an easy analogue

for a workflow, with a defined start and end, and with the

dependencies between the different steps trivial to identify. The

DAGs themselves are constructed by the user either through

a web interface, or programatically. More than one DAG may

be provided as individual steps within the workflow may be

smaller workflows themselves.

Typically, the previously mentioned systems do not carry

out processing themselves, but schedule jobs to be executed

using tools such as Kubernetes [21], Slurm [42], Globus [17],

corc [27], WLM [40], Torque [37], UNICORE [4], parsl

[2], cwltool [7], MapReduce [8], or OGE [30]. These can

each also be used on their own, though often have fewer

usability aids such as a GUI. They also typically offer a

lower-level control of job scheduling and frequently will have

fewer extra features such as robust error handling. Several

of these systems can be used in conjunction to create sub-

workflows, though few have specific accommodation for sub-

workflows not written in the same system as themselves. A

note-able exception to this is the ambiguously named Hybrid

Workflows system built on COMPS [3], presented in [41]

and [33]. This presents two types of workflow, in-situ and

task-based. In-situ workflows are run within a single resource.

Task-based workflows however are large, task parallel batches

of processing that may take place over all manner of remote

resources, or be processed locally. Hybrid Workflows uses

Decaf [12] to run in-situ workflows on performance systems.

These in-situ workflows are managed by PyCOMPS [35],

which runs each Decaf workflow as a step in a larger task-

based workflow. This allows for a large chain of analysis, with

individual steps tailored to their specific hardware needs, and

allows users to exploit the benefits of both types of workflow.

One final workflow system that is worth considering is

WED-flows [16]. WED-flows is interesting as it is an event-

driven workflow system. In WED-flows, data is processed

according to user defined trigger conditions. From one of

these triggers a series of processing activities are started, in a

control-flow fashion. The descriptions of WED-flows [16] are

unclear on whether a DAG is specifically used or not in the

creation and scheduling of processing tasks. It would certainly

be a task appropriate for a DAG, and there is no more dynamic

scheduling within those processing tasks than in any other

SWMS. These sub-workflows themselves are not event-driven,

and it is only the scheduling of the entire workflow itself that
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Fig. 1. A top-down workflow structure. Not shown is any data transfer or
dependency between jobs.

is undertaken in response to an event.

Formally, all of these systems could be characterised as

a top-down approach as a central workflow controller is

determining the entire structure ahead of time and dictating

it to individual jobs, as is shown in Figure 1. Here we can see

that a user submits their workflow definitions to the system,

either via a DAG, or something that from which a DAG can

be derived. In either case the workflow controller will use this

DAG to derive the steps. These steps in turn become the basis

for identifying jobs, which are scheduled on resources. No data

transfer or dependency between jobs has been shown in Figure

1, but at some point the final job will complete and any output

will become part of the workflow results. The DAG will also

form part of the results, independent of any job processing,

as it is a very informative and crucial part of the workflow

construction.

This top-down system of scheduling does not properly

accommodate the need for scientific workflows to by dynamic

[24]. This is as scientific workflows are inherently exploratory

in nature, and so analysis should be capable of being changed

at runtime [10]. Workflows should be capable of looping,

branching, or otherwise being adapted at runtime in response

to new knowledge or errors in execution. Many of the previ-

ously listed systems have some accommodation for some of

these systems, but they are often imperfect patches onto an

inherently static design.

B. Dynamic, Event-based Scheduling

An alternative design would be a bottom-up approach.

Rather than a single controller identifying, scheduling and

assigning all workflow jobs, individual jobs will be scheduled

in isolation. By this it is meant that the system does not

actively construct an entire workflow ahead of time, merely

that it identifies individual jobs, as is shown in Figure 2. In

this Figure we can see that as before, a user provides some

definitions. These are not reduced to a DAG but are instead

used as the basis for individual job scheduling. Once jobs

have completed, they may be linked together into steps. These

steps, along with any output from the jobs can then form

the results of the emergent workflow. The word emergent has

been highlighted as it is central to this new approach, and is

fundamental to understanding it. To re-iterate, in a bottom-up
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Fig. 2. A bottom-up workflow structure. Not shown is any data transfer or
dependency between jobs.

workflow system, a user does not actually construct a workflow

directly, they merely create the conditions such that individual

jobs can be scheduled.

One system that adopts a bottom-up design is MEOW [23].

Within MEOW users schedule jobs by defining blocks of

analysis code, referred to as a Recipe, along with the the

conditions under which said processing is scheduled, referred

to as a Pattern. Any combination of valid Patterns and Recipes

are called Rules. The conditions that Rules respond to are

events. For example, a Recipe might be some segmentation

algorithm while a Pattern might identify raw image data being

created at a particular file system location. If both the Pattern

and Recipe are defined then a Rule will be created that any

raw data created at that location will result in the automatic

scheduling of the segmentation analysis on said data. If the

raw data is ever updated then the analysis is also automatically

re-run. The analysis should produce some output, which may

trigger further Rules, and so form a chain of processing. This

will form the design shown in Figure 4.

For an example of where this may be used consider the

workflow structure shown in Figure 3. This shows a complete

scientific analysis made up of six distinct systems, with

the analysis within it scheduled in response to file events,

such as a data file being written as some processing output.

Currently, workflows like this exist at a variety of levels in

scientific processing. For instance, this could represent many

of the experiments carried out at large scientific experiment

institutions such as EuXFEL [13] or MAX IV [25], In these

typically researchers gather large amounts of data from in-

struments which must be initially cleaned up before being

passed into some local storage. This local storage is limited

and so data will need to be moved to longer term storage

from where researchers will schedule varying forms of analysis

using a variety of processing platforms, usually not local to

the data storage. This style of workflow is not limited to

large institutions, with smaller experiments using a similar

structure of having to gather data then moving it between

many specialised storage and compute systems throughout the

lifetime of workflow [38].
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Fig. 3. A heterogeneous analysis. Data storage is shown as folders while processing, human interaction or the running of hardware shown as circles. In
this example, scheduling would be any line leading to a circle. Note that solid lines show where all data inputs will produce output, while dotted lines show
where only some inputs will produce outputs.
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Fig. 4. MEOW’s event-driven design structure.

MEOW is well suited to this system for three core reasons.

Firstly, in such a distributed system there is no obvious point

of central control from which a more traditional SWMS can

operate to accommodate the entire workflow from end to

end. For example, while much analysis and storage can be

managed remotely from a users personal workstation, the

operation of scientific instruments often cannot be. Similarly,

many dedicated analysis systems require access from on site,

or from within specific networks.

Secondly, as there is more demand for heterogeneous sys-

tems or human-in-the-loop interactions, it will become more

difficult to manage such a range of resources from a single

script or tool. Whilst tools such as CUDA exist to hand off

processing from a CPU to a GPU, such tools do not always

exist for every piece of dedicated hardware or instrument.

A lower level, generic approach such as reacting to data

being produced simplifies what would otherwise be complex

communication between different hardware systems.

Third and lastly, as the platforms for analysis become more

disjointed, there is an expected to be an increased likelihood

of errors throughout the workflow, especially in light of their

exploratory nature. Moving data across networks is expensive

in both time and data-usage and so repeated processing of al-

ready correct data should be avoided. By completing each job

in isolation, MEOW can easily maintain completed analysis

without one single error discarding an entire run of processing.

II. A WORKFLOW RUNNER

MEOW was designed initially to function as part of a grid

management solution, the Minimum intrusion Grid (MiG) [5].
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Fig. 5. Process structure of the WorkflowRunner, showing individual
processes and their interactions. Connections to the logger have not been
omitted for brevity. Secondary connections used only for replies are shown
in dotted lines. Zero to n workers are created based on user input.

The MiG is a large grid solution, and so obviously not suited

to be deployed onto a wide variety of resources. Therefore,

if we are to use the MEOW system outlined within it on

varied hardware, then a new, smaller tool that only implements

the event driven scheduling would be needed. To do this, a

construct was created within the Python package mig_meow

[22] for running MEOW systems locally on any machine

capable of running Python 3. This tool was given the name

WorkflowRunner. It is intended as a proof of concept of

how event driven scheduling implementations can be used

on individual resources, but also as a robust and performant

implementation in its own right. Therefore it was designed

with a parallel internal structure. To ensure freedom from

deadlock and livelock a design utilising the principles of

Communicating Sequential Processes (CSP) [19] was adopted

as shown in Figure 5. As no circular loop of processing

interactions exist we can conclude in accordance with CSP

that it is impossible for this system to deadlock or livelock.

The USER process: The User process is the base process

in which the constructor for the WorkflowRunner is called,

and from which a WorkflowRunner object is returned. The

WorkflowRunner object is then used as the entry point

for any user interaction, with each sending an appropriate

message to the Admin process. A response is always expected

from the Admin. An exhaustive list of all provided functions

will not be provided here, though they include all necessary

functions for the creation, updating and deleting of Patterns

and Recipes, and for monitoring the continued status of the

WorkflowRunner

The STATE MONITOR process: Both the

State Monitor and File Monitor inherit from the
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PatternMatchingEventHandler, part of the

watchdog API [39]. This catches file events. All defined

Patterns and Recipes are saved to disk where they can be

modified by a user. Any changes are picked up by the State

Monitor and are reported to the Admin process. No response

is ever expected from the Admin, so the State Monitor

process should never be blocked, and is therefore always able

to process new events.

The FILE MONITOR process: The File Monitor is

identical to the State Monitor process, though rather than the

internal directory for Patterns and Recipes, it monitors the

wider file system, .

The ADMIN process: By far the most complex process is

the Admin. It maintains the in-memory state of the runner, in

which all currently registered Patterns and Recipes are stored

and appropriate Rules are created. Updates to this state are

provided by the State Monitor process.The Admin process will

also receive input from the File Monitor. These events will be

compared against the current Rules. If the event path matches

a Rule, then the Admin will create a new job, and send its ID

to the Queue.

As well as this core functionality, the Admin deals with

requests from the User process, such as the previously men-

tioned adding or modifying Patterns and Recipes. Some re-

quests, such as to query the current queue composition require

further messages to be sent to the Queue before a response can

be generated, but a response is inevitable and provided as soon

as possible. The Admin process utilises a wait statement to

hang until receiving input from either the State monitor, User,

or File Monitor processes. These three inputs are prioritised

in the order given, so that if multiple are available at the same

time, only the first is read and processed.

Messages from the State Monitor are always of the highest

priority as a fresh state will always be needed by the Admin.

Changes in the state file system will also be finite in nature.

Secondly, are messages from the User process, which can be

replied to on a human time-frame. This means that they do not

need to be responded to within nanoseconds and so can wait

behind any State Monitor updates. Lastly, this leaves the File

Monitor. This may produce a theoretically infinite number of

messages as there is no limit on the number of files created

or updated by jobs. Despite this being an unlikely use case,

it is nevertheless a possibility and should be accounted for,

therefore it must be the lowest priority as anything behind it

could be eternally starved in this scenario.

The WORKER process: Jobs are executed within the

Worker processes. The amount of these to be spawned is

determined by the user, and at least one is needed if the

workflow runner is to process jobs. A Worker will request a

job from the Queue process. If a job is available, the ID will

be sent to the Worker, and it will be executed. The job itself is

processed by first parameterizing the input notebook using the

python module notebook_parameterizer [28]. This is

then run using papermill [31] in the same manner as is

done on the MiG. Once execution has been completed, the

job files are copied into a separate job output directory where

they can be individually inspected. Jobs may produce output

directly into the data directory, monitored by the File Monitor,

Laptop Threadripper

Cores 4 16
Hyperthreads 8 32
Processor i7-8550U Threadripper 1950X
Clockspeed 1.8 GHz 3.4 GHz
RAM 8GB 112GB
Disk SSD SSD

TABLE I
RESOURCES USED THROUGHOUT THIS PAPER.

in the same manner as can be done within the MiG. If no job

was available in the Queue, the Worker sends a notification

to its Timer process to start sleeping. If a job completes, or

the Worker is notified by the Timer, it will poll the Queue for

another job. This polling of the Queue will loop until manually

stopped.

The TIMER process: To prevent spamming the Queue

process with requests for new jobs, each Worker has its own

Timer process. This process will wait for a start signal from

their Worker and then sleep. Once the sleep is over, it will

send a signal to the Worker. By having the timer in a separate

process rather than internal to the Worker, the Worker is still

free to receive messages from the Admin, which would not be

the case if it itself were sleeping.

The QUEUE process: The Queue process acts as a buffer

for all jobs that have not yet been processed by a worker. It

accepts messages either from the Admin or any of the Worker

processes. From the Admin, the Queue will either receive the

identity of a new job to be added to the queue, or a request for

the current composition of the queue. Alternatively, any of the

Workers may request the identity of a new job to execute. In

any case, a response is always immediately generated and sent.

It was necessary to separate the queue into its own process,

rather than having it stored within the Admin, as otherwise

there would be a risk of deadlock between Workers and the

Admin.

The LOGGER process: The Logger process is just used

to send debug messages to either the console or a log file.

III. INVESTIGATING FEASIBILITY

In order to recommend MEOW as a system for scheduling

workflow jobs, we should demonstrate that event identification

does not add significant overheads to the scheduling process,

and that such a system is robust even at scale.

A. Testing watchdog Event Identification

As part of demonstrating the robustness of MEOW, we

should test that all file events are caught by watchdog.

Such a test was achieved by starting a monitor process using

watchdog that would count every file event. Several writer

threads would also be started that would concurrently create

as many events as possible. Through testing it was determined

that on the machine being used for the test, four writers each

creating empty files was the fastest way of generating events.

The test code is available at [14], with the results of four tests

in Table II.
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Events Made Events Seen Duration (s) Events (per s)

1,000 1,000 0.35 2857.28
10,000 10,000 3.00 3328.19
100,000 100,000 31.69 3155.38

1,000,000 1,000,000 352.94 2833.31

TABLE II
RESULTS OF THE WATCHDOG TEST. ALL RESULTS ARE A MEAN OF 20

RUNS AND ROUNDED TO 2 DECIMAL PLACES. RUN ON THE LAPTOP

RESOURCE OUTLINED IN TABLE I.

These results demonstrate that event over long periods of

time, watchdog does not get swamped and is capable of

identifying all file system events. This shows that it is capable

of scaling into large systems such as the MiG that may produce

large numbers of data files in a short length of time.

B. Measuring MEOW Overheads

To investigate the overheads involved in a MEOW system,

we first need a baseline to measure against. Here we will use

Slurm. Although not a dedicated SWMS, it is a tool for the

mass scheduling of jobs on distributed clusters of resources

and so has a similar use case to MEOW. Each of the following

tests were run in dedicated Docker [11] containers which can

all be found at [14]. All tests were repeated 10 times to get a

mean result, and each test was run from 10 to 500 jobs. These

tests were not run evenly however, with the amount of jobs

increasing at an accelerated rate as the jobs increase. This is

as it was expected that the finer trends would be apparent with

low amounts of jobs, while the overall relationship should be

obvious with only a few larger tests.

Each test was run on both resources outlined in Table I.

The laptop is a small machine, representative of the lower

powered machines most researchers have as a personal work-

station. Meanwhile the threadripper is a custom built machine

designed for massive processing of scientific problems. As

many of the tests are not explicitly parallelised, there will

not be a massive performance difference between the two, but

the threadripper will be less prone to being swamped by new

threads or context switching, and as a desktop it will have

much better cooling capabilities than a laptop. Due to space

requirements, only the most pertinent results will be shown

here, but full results can be seen at [14].

C. Overheads in Slurm

Slurm has two basic methods of scheduling jobs, srun

and sbatch. Both will schedule one or more jobs, though

srun is a blocking operation, where a user must wait for all

jobs to schedule and execute before their script or terminal

can progress. In contrast, sbatch schedules jobs in the

background and so is a non-blocking operation. This is more

akin to how the WorkflowRunner and most SWMS work

and so sbatch will be used to measure against in most future

tests.

To get a baseline for Slurm’s performance, both srun and

sbatch were used to schedule large numbers of jobs at once

and how long it took the scheduling to complete was timed.

Note that this does not include the execution time. As MEOW

Fig. 6. Slurm scheduling durations on the Threadripper.

can also be used for continuous analysis we should also in-

vestigate the overhead of an ongoing system. Another test was

therefore developed where jobs were scheduled individually,

with each job scheduling a new job. This forms a chain of

processing akin to how MEOW is expected to be used. Note

that this second test includes execution times as each job needs

to be executed to schedule the next. The results of all three

tests on the Threadripper are shown in Figure 6. For each test

the scheduling time, execution time, and a combination of both

are shown. In the case of the srun and sbatch tests, the

scheduling time is the pertinent part to look at and has been

highlighted. In the case of the continuous scheduling test it is

the combined time, which has also been highlighted. This is

as the scheduling is in fact only the timing for scheduling the

initial job and so shows an inaccurately fast time, while the

combined time is the actual time for all jobs to be scheduled.

As Slurm is a relatively bare-bones system there is not much

scope for overhead. This is reflected in the demonstrated very

quick scheduling by sbatch. As the test was run with only

a single Slurm worker, srun must wait for jobs to complete

before scheduling the next, leading to the much larger over-

head. Running sbatch sequentially runs is effectively doing

the same thing, as each jobs needs to execute to schedule

the next, but the use of sbatch means that a small amount

of concurrency can happen between the scheduler and the

processor, hence the slightly decreased overhead as the number

of jobs increases. For low job numbers, the overhead in

repeatedly starting new threads will slow down the sequential

test compared to srun. Significantly, in all three tests the

scheduling time per job is increasing linearly, meaning that

Slurm will scale very well with larger job submissions.

D. Overheads in the WorkflowRunner

Within the WorkflowRunner, overheads will consist of

the sum of the following components: Event identification in

watchdog, Rule lookup, creating one or more new jobs, as

well as any associated orchestration overhead. To help identify

how much each of these components contribute to the total

overhead, as well as to identify additional overheads, five

different experiments were created. Unless otherwise noted

the Recipe in each is some inconsequential execution. The

five experiments would are as follows:

• Single Pattern, Multiple Files (SPMF). In this ex-

periment a single Pattern would be created that would
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trigger on any file event within a directory. N files would

then be created within the directory, causing the parallel

scheduling of N jobs. This should allow us to identify the

aggregate overheads of MEOW scheduling. This test can

be directly compared against the Slurm sbatch test.

• Single Pattern, Single Files, Parallel Scheduling

(SPSFP). In this experiment a single Pattern would be

created that would trigger on any file event within a di-

rectory. This Pattern would include an N wide parameter

sweep over some variable. A single file would then be

created within the directory, causing the parallel schedul-

ing of N jobs. By comparing this to SPMF we should

be able to identify the overhead caused by watchdog

and event identification, by minimising it within this

experiment. This test can be directly compared against

the Slurm sbatch test.

• Single Pattern, Single Files, Sequential Scheduling

(SPSFS). In this experiment a single Pattern would be

created that would trigger on any file event within a

directory. The Recipe used by this Pattern would create

another file in the same directory, so triggering the Pattern

again. A variable will also be included so that a file is

only created by the first N-1 jobs. This will result in

sequential scheduling of N jobs. This test should illustrate

the overhead in continuous, looping scheduling, the most

anticipated use-case for a MEOW system. This test can be

directly compared against the Slurm sequential sbatch

test.

• Multiple Patterns, Single File (MPSF). In this exper-

iment N Patterns would be created that would trigger

on any file event within a directory. A single file would

then be created within the directory, causing the parallel

scheduling of N jobs. When compared against the SPMF

experiment, this can isolate the overhead in Rule lookup.

This test can be directly compared against the Slurm

sbatch test.

• Multiple Patterns, Multiple Files (MPMF). In this

experiment N Patterns would be created that would each

trigger on a different specific file within a directory. N

files would then be created within the directory, each

matching to a single Pattern causing the parallel schedul-

ing of N jobs. By comparing this to the other tests we

should be able to identify the expected general overhead

in a live system, where many differing events may happen

at once, as well as the overhead for Pattern lookup in a

larger memory construct compared to the SPMF test. This

test can be directly compared against the Slurm sbatch

test.

The results for the tests run on the Threadripper are shown

in Figure 7 on a logarithmic scale. In the SPMF, MPSF

and SPSFP tests the WorkflowRunner actually comes out

ahead of the Slurm tests, with a speedup of roughly 2.5,

though this varies by experiment and the amount of jobs. In

each case the per-job scheduling time is reasonably constant

demonstrating good scalability in these situations, as can be

seen in Figure 8. The MPMF does not scale as well however,

with it being slower than the Slurm past roughly 100 jobs

Fig. 7. Logarithmic WorkflowRunner scheduling durations on the Threadrip-
per. The Slurm sbatch has also been shown as a dashed line for comparison.

at once. This is down to two parts. Firstly, each file event

is identified and processed separately, and secondly it takes

time for the WorkflowRunner to navigate the stored Rules.

These overheads each occur in the SPMF or MPSF without

adding any noticeable slowdown, and so at least for up to 500

jobs we can conclude that they are negligible in isolation, but

have a quadratic effect on the per-job time when they both

increase.

The performance of the SPSFS test was roughly 100

times slower than the sequential sbatch test. This is down

to three key overheads, settling, querying, and executing.

Firstly, each event has a ‘settle time’, where to prevent the

WorkflowRunner getting swamped by multiple events from

the same location any events that occur at the same location

and very close in time are represented as a single event. This

means after any single event the File Monitor process will

wait for one second to catch any subsequent events at the

same location. By definition, this will add at least one second

of overhead to processing each event. This will occur in all

tests, but in all others it will occur only once no matter how

many jobs will be eventually scheduled, while in the SPSFS

test it will occur for each sequential job. There is also the

additional overhead of waiting for each job to be executed

in turn. Aside from the raw time taken to execute the code,

which is more complex in the WorkflowRunner jobs than

in the Slurm testing, there will also be a delay inherent in the

Worker process requesting a job from the Queue process. In

these tests the Worker was set to query for new jobs every

second. From all this we can conclude that in these tests at

least the overhead from each of these was roughly a single

second, and totalled 3 seconds. This is significantly slower that

the approximately 0.035s achieved by the sequential sbatch

test. However, it is worth highlighting that was in the case of

the SPMF, MPSF and SPSFP tests, the SPSFS demonstrates

very good scalability as it has a constant per-job overhead

of approximately 3s. This overhead should remain constant

even across a larger system of multiple users operating MEOW

analysis at the same time.

E. Overheads on the MiG

Exactly the same tests were run on the MiG as on the

WorkflowRunner. As with the other tests, the code and

results are available at [14]. As can be seen in Figure 9,
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Fig. 8. Delta in per-job WorkflowRunner scheduling durations on the
Threadripper. Note that the SPSFS result have been excluded as it has a
much greater scale that crushes the rest of the results.

Fig. 9. Logarithmic MiG scheduling durations on the Threadripper. Each
result is an average of 10 runs. The Slurm sbatch has also been shown as a
dashed line for comparison.

performance from these tests is worse across the board, but

this is to be expected. The MiG is a complete grid management

system rather than a lightweight scheduler, so will always run

much slower than either Slurm or the WorkflowRunner.

With this in mind we shouldn’t be too surprised that generally

the MiG is roughly 25-50 time slower than sbatch. The

sequential test is even slower at roughly 500 times slower

than the sequential sbatch test. It is worth noting that whilst

the SPSFS test demonstrates linear scalability, all others were

quadratic in nature. This is demonstrated in Figure 10 where

we can see that the difference in per-job timings is linear as

the total number of scheduled jobs increases, which results in

a quadratic increase in total scheduling time.

These broad increases are due to the nature of event process-

ing on the MiG. As each event occurs the watchdog monitor

will catch the event by performing some initial processing

such as attaching a timestamp to it, and then matching it

against the current list of Rules. This ‘pre-processing’ is kept

to a minimum, and so any actions from a Rule match being

carried out in a threaded function that must wait for processing

resources to be available. This is done to keep the monitor

process free to catch further events, but means that if many

events happen at once then many different threads will be

started. On the MiG this ‘pre-processing’ is quite extensive,

with a number of authentication and robustness checks needed

to be carried. Matching has been sped up through the use of

regex, but the overheads are unavoidable. As many different

matching events occur at the same time in these tests, more

and more overheads are added by starting so many different

Fig. 10. Delta in per-job MiG scheduling durations on the Threadripper.
Each result is an average of 10 runs. Note that the SPSFS result have been
excluded as it has a much greater scale that crushes the rest of the results.

threads at the same time. Note that this does not occur on the

WorkflowRunner as this uses the multiprocessing design

does not require starting a new thread for each event.

Whilst it was expected that the MiG would run slowly,

it was not expected that it would run quite as slowly as

it has. Nevertheless, when we look at the results for the

WorkflowRunner we can at least conclude that this is

down to underlying issues within the MiG rather than with

the MEOW system itself. as the same lack of scalability is

not evident in the WorkflowRunner.

F. Evaluating the MEOW overheads

In light of all these tests we can conclude that MEOW

does not add significant overhead to the scheduling process.

It can be used to schedule large amounts of jobs at once,

with a minimum of user definitions. This scheduling will

demonstrate linear scaling when either a large amount of files

or Patterns are in use at one moment. However, when both are

in use at the same time the system can begin to experience

greater and greater overheads. This is especially true in the

MiG implementation. Even in the slowest non-sequential test

(500 Laptop MPMF jobs) it must be remembered that only

0.97s was spent on scheduling each job and most tests ran

considerably quicker than that. It does not seem unreasonable

to expect that most scientific analysis would take considerably

longer than this to complete, and so even this slow scheduling

would quickly fade into the background compared to any

execution time.

Although the scaling on sequential jobs is linear, a consid-

erable amount of time can be spent before all required jobs

are scheduled, as by definition all but one of them must be

executed before they will all have been scheduled. We also see

ever increasing overheads in the MPMF test. This is potentially

concerning if MEOW were to be used as a central controller,

such as in a large grid system like the MiG with many

unique events occurring and being compared against many

unique Patterns. If a sufficiently large enough number of users

were using the system to schedule MEOW analysis, such that

several hundred events were supposed to be triggering several

jobs within the same few second then each user would begin

to see increased overheads in line with the results presented

in Figure 9. However, the proposed event driven systems is

intended as a distributed one, with many schedulers on many
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different resources each with only a few users at any one

time. At the same time, the majority of scientific workflows

do not produce masses of small files, but few large ones.

Therefore, though this poor scalability from the MPMF test

remains noteworthy, it should not be applicable the majority

of MEOW use cases. Even with several users potentially

creating many Patterns and Recipes, and producing numerous

files at different locations, MEOW systems are capable of

automatically scheduling analysis in trivial times at scale,

especially compared to the hours or even days sometimes

experienced in scientific processing. Regardless of the job

processing time, MEOW can be expected to perform faster

than Slurm with roughly a 2.5x speedup. As Slurm is already

a widely adopted tool, this is an acceptable benchmark to pass

and so we can conclude that MEOW has an acceptable level

of performance in its scheduling.

IV. A SELF-MODIFYING WORKFLOW

A simple scientific example of a MEOW workflow has

already been presented within [23] and so instead here we

will examine a more interesting example of the new workflow

structures made possible by the bottom-up design. Namely,

the ability for a MEOW system to be self-modifying, and

construct, modify or remove MEOW constructs at runtime.

This is possible to do on both the MiG and within the new

WorkflowRunner and so will be presented using both.

A. Problem Outline

In this example a user wishes to apply a filter to image data.

However, the required filter regularly changes, even though the

fundamental process does not. The users needs can be met with

MEOW, by designing a system that will take configuration

inputs to create new Patterns. Each of these Patterns will

apply different filters to different data, according to their

configuration. In this system the user only needs to manually

write a single Pattern, and any subsequent requirements will be

met by the MEOW system itself. This problem will therefore

demonstrate how we can construct new MEOW Patterns from

within a MEOW system to fundamentally alter the structure

of the workflow. While Recipes perform the actual analysis,

assembling a Jupyter notebook programmatically has been

demonstrated numerous times before [6], and so will be

overlooked here but is of course just as possible.

What we will create is a single Pattern and Recipe, resulting

in one Rule. This Rule will schedule jobs to construct new

Patterns, based on user provided configurations. The structure

for this system is shown in Figure 11. Here we can see that

our single Rule will respond to any configuration files placed

in the confs/ directory. This Rule will trigger jobs that will

construct new Patterns, which will monitor different locations

for data. These subsequent Pattern will create further Rules,

that then schedule jobs as would be expected in any other

MEOW Rule.

B. Predefined Patterns and Recipes

Before we define a Jupyter notebook for assembling new

Patterns, let us describe the Recipe which the assembled Pat-

terns will use. This is the filter recipe.ipynb Jupyter notebook
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Fig. 11. The structure of the self-modifying example.

and in it image data is read in, a filter is applied to this image,

and the filtered image is saved as a new file. The key part is

that the filter command is created from the arguments provided

to the Jupyter notebook. A valid filter command will be any

of the filters available as part of the Python ImageFilter

module [20], part of Pillow [32].

To construct new Pattern that will use the filter recipe.ipynb

Recipe, we will need a second Jupyter notebook. This is

defined in pattern maker recipe.ipynb. This notebook reads in

a configuration YAML file with then contents then parsed and

used to construct a new Pattern programmatically. Once

this new Pattern is complete, it is written to a specified

directory. This is the directory where the WorkflowRunner

will store the MEOW constructs, and is monitored by its

State Monitor process. By writing a new Pattern directly

to this location, we can insert it directly into the state of the

WorkflowRunner.

At the start of the experiment, only a single Pattern

is defined. This defines the directory path to be monitored,

which in this case is just the confs/ directory. All Pattern and

notebook definitions, along with all input and output data files

for both experiments can be seen in [14].

C. Using WorkflowRunner

A script was created to construct the necessary Pattern and

Recipes, and then start a WorkflowRunner instance with

them. Of note is that the internal state directory used by the

WorkflowRunner is manually set to the same directory as

the general file base directory, which in this example will be

the self-modifying/ directory. This means that both the State

Monitor and File Monitor processes will be monitoring the

same directory. Putting the state directory in the same place

as the base file directory makes it easiest to access from within

the jobs, which makes updating the WorkflowRunner state

easier. This does mean there will be two monitors listening

to the same file structure, so there may be some slowdown

in responding to events due to each event being caught and

processed twice. For a small proof-of-concept example like

this on a local system, this will not create a significant

overhead, though the problem will become more pronounced

if used on something larger such as the MiG, and so is not

generally advised.

When the WorkflowRunner is initially created, no data is

present within the confs/ directory, and so no Pattern creation

jobs are scheduled. A user can also easily see the Patterns

and Recipes that are registered in the system as they will each
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Fig. 12. The file structure of the self-modifying example before any
configuration files are added to the WorkflowRunner. Directories are
shown in orange and files in blue.

be in a patterns/ and recipes/ directory within self-modifying/.

Before we start initiating jobs, we can add some image data in

a data/ directory. This will give us the overall structure shown

in Figure 12. As no new Patterns have yet been created no

processing can take place, even if the WorkflowRunner is

running. To start scheduling some analysis we will need a

configuration file to place in the confs/ directory. Such a file

is shown in Listing 1. This file is a YAML file containing a

number of variable definitions, which match up to the expected

inputs in the pattern maker.ipynb Jupyter notebook. If this file

is placed into the confs/ directory, then the Rule created by

pattern maker will trigger, and a job will be scheduled.

i n p u t p a t h : d a t a / * . j p g

o u t p u t p a t h :

‘{VGRID} / G a u s s i a n B l u r r e d /{FILENAME} ’

f i l t e r : G a u s s i a n B l u r

a r g s :

r a d i u s : 2

Listing 1. input.yml file contents.

This newly scheduled job will use the parameters spec-

ified in input.yml to create a new Pattern, which will

be given the name GaussianBlur radius 2, and will use the

GausianBlur image filter in any resultant jobs. This Pattern

will be saved into the self-modifying/patterns/ directory, and

so picked up by the WorkflowRunner for it to create

a new Rule. As the Rule derived from this pattern will

monitor the data/ directory, and we have already placed an

image file, Patch.jpg in said directory, a job will be imme-

diately scheduled. In accordance with the already presented

definitions, this will produce output which will be saved into

the GaussianBlur directory. The sample input and output

data used in this example are shown in Figure 13. As the

WorkflowRunner is a continuous system, it will continue to

monitor for additional events until the user stops it. Therefore

we could add more data files, in which case more filter jobs

will automatically be scheduled. Alternatively we can also

add more configuration files to the confs/ directory, which

would create new Patterns and then lead to more filter jobs.

Fig. 13. Comparison of the input and output Patch.jpg data, used in the
self-modifying example. Input data from data/Patch.jpg is shown on the left,
with output data at GaussianBlurred/Patch.jpg on the right.

If any of the configuration or data files were changed then the

system would automatically reschedule the analysis without a

user needing to restart anything. If any incorrect configuration

were added, such as asking for a filter that did not exist, then

naturally that job would fail. However that job would fail in

isolation and all others could continue with no additional user

input. This should demonstrate the utility of MEOW as a tool

for scheduling jobs, in a robust, scalable and dynamic manner,

where small parts or even the entire system can be changed

at runtime.

D. Using the MiG

This same example was also carried out on the MiG, show-

ing that although more difficult to achieve, the same results are

possible even on a more restricted MEOW implementation. We

cannot simply manipulate the MEOW state storage location on

the MiG, as this part of the system is entirely hidden from the

user. This is an intentional security feature, so that users do

not manipulate data they do not have access to, or corrupt the

state of a live system.

We can gain some limited access however by manipulat-

ing the mechanisms exposed in the inbuilt JSON messaging

used in the WorkflowWidget [23]. To do so, we need

to define some additional variables used within the MiG.

Therefore we will update the old pattern maker.ipynb, to a

new pattern maker mig.ipynb. Mostly it is the same as before,

but with the addition of the WORKFLOWS SESSION ID,

WORKFLOWS URL and workgroup variables. These will all

be used in the modified pattern maker recipe.ipynb Jupyter

notebook so that it can communicate directly with the MiG. As

the WORKFLOWS SESSION ID is a security feature within

the MiG, it has not been shown in the examples files in [14],

but was of course used in the actual example run. The only

other significant difference is that rather than writing directly

to the state directory, we must instead communicate remotely

with the MiG via JSON requests. In practice, this results in

few code changes however, with locals writes being replaced

with remote messages being sent.
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As expected, once the Pattern and Recipes have been

registered with the MiG, no jobs were scheduled until a file

was added to the confs/ directory. The same data file was

added as before, and the Pattern GaussianBlur radius 2 was

created on the MiG. This itself did not schedule any processing

until the file data/Patch.jpg was added, at which point a second

job was scheduled. This produced identical results to those

shown in Figure 13, and so will not be repeated again here.

This is not an ideal solution however, as it depends on

exposing security features of the MiG. This problem is limited

in scope, as in order for a user to get to this stage they

will need to have access to the MiG in order to spawn

a Jupyter notebook with the necessary WORKFLOWS URL

and WORKFLOWS SESSION ID values. Therefore, as long

as users are sensible with these credentials they will not be

exposing data that would otherwise be secure. It is suspected

that drawing attention to these variables which are otherwise

hidden may encourage users to share them and so exacerbate

the problem.

From a usability perspective though, the pressing problem

is that Patterns and Recipes created in this manner will only

be possible for as long as the WORKFLOWS SESSION ID

remains valid. This is as only a WORKFLOWS SESSION ID

will ever be registered for a user, and they will be regenerated

throughout the lifetime of the MiG. However, creating a

new WORKFLOWS SESSION ID will not update the variables

passed in these Patterns and so when the resultant jobs try to

send a message to the MiG they will be rejected. For this

reason this solution is not suggested as a final implemen-

tation, but merely as a stop-gap demonstration of potential

future functionality. A more robust implementation would be

additional functionality within the MiG such as each job being

assigned its own WORKFLOWS SESSION ID, thus allowing

Patterns and Recipes interactions to be verified without having

to share hard-coded credentials across jobs. A similar system

is already in place on the MiG for SSH users within jobs,

which allows individual job mount requests to be similarly

authenticated, so it is not expected to be a significant challenge

to do that same for MEOW interactions.

E. Concluding The Self-Modifying Example

Although this was somewhat of a toy example, with a simple

configuration file taken as input, this is not the limit of the

possibilities. Any input file could be taken in and parsed so

as to produce new or modified MEOW constructs. Although

only the dynamic creation of Patterns has been shown, it is

perfectly possible for new Recipes to be constructed at runtime

in the same manner, it would just take considerably more lines

of code to create a new Jupyter notebook from scratch.

It is worth noting that we are not limited to merely adding

new constructs, but can modify existing ones if we used some

of the functions included in mig_meow for reading the current

state of the workgroup. Here we could read in definitions, and

write modified values back in the same manner as if we were

altering them programatically within a Jupyter notebook. This

means that a MEOW system can create, modify and delete

itself, or its parts at runtime. It can also make decisions about

when to do so within a suitably written Recipe, and so we can

conclude that MEOW analysis is Turing complete at runtime.

Whilst it would be bold claim to state that this is unique, none

of the currently encountered SWMS have come close to this

level of self modification.

V. CONCLUSIONS

This paper has explored event-based processing as a means

for scheduling workflows in a dynamic and distributed manner.

To better enable this a robust new tool has been introduced,

the WorkflowRunner within mig_meow. Five benchmarks

for event-based scheduling systems have also been described.

These benchmarks demonstrate that event-based scheduling

does not add significant overhead compared to traditional

centrally controlled scheduling. Additionally, a short example

is presented demonstrating how event-based systems can be

so dynamic as to completely rewrite their own structure at

runtime. This is something far more difficult to achieve in

traditional top-down scheduling systems and so allows for

new possibilities in workflow construction. This is expected

to be of particular worth to distributed analysis systems, or in

extremely heterogeneous systems accommodating human-in-

the-loop interactions.
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Abstract. This paper will give both the necessary and sufficient conditions required to find a
counter-example to the Goldbach Conjecture by using an algebraic approach where no knowl-
edge of the gaps between prime numbers is needed. It will then be shown that it is impossible
for such a counter-example to exist. To begin, let 2a be a counter-example to the Goldbach
Conjecture where a ∈ N, non-prime, and a > 3. It will be shown using the closure property
of the integers, along with the Fundamental Theorem of Arithmetic, that finding a counter-
example to the Goldbach Conjecture is equivalent to stating that for any prime pi < a there

must exist some unique qi, αi ∈ N where 2a = qi + pi and
∏π(a)

i=1 qi =
∏π(a)

i=1 pαi

i . The final step
will be to prove that there are no integer solutions when a > 3 for the two equations above. A
similar method will be employed to prove every even number is the difference of two primes.
We start by assuming that there exists some 2a, where a ∈ N and a > 3, which is not the
difference of two primes where one prime is less than a. Again, using of the closure property
of the integers, along with the Fundamental Theorem of Arithmetic, gives an equivalent rela-
tionship for a counter-example 2a to exist. This relationship states that for any prime pi ≤ a,

there exists some unique qi, αi ∈ N where 2a = qi − pi and
∏π(a)

i=1 qi = p
β(a+1)
π(a)+1

∏π(a)
i=1 pαi

i with

the condition that the function β(a+1) is equal to one if a+1 is prime and zero otherwise. It
will then be demonstrated that no integer solutions exist to the two equations above for a > 3.
Once these theorems have been established Polignac’s Conjecture will follow as a consequence.

1. Notation

2. Introduction

The Goldbach Conjecture, page 117 in [7], appeared in a correspondence between Leonard
Euler and Christian Goldbach in 1742 where it was suspected that every number greater than

An Algebraic Approach to the Goldbach 
Conjecture

Jason South is with the TTI, Inc, United States (e-mail: jrsouth@smu.edu).

Jason South

N The set of Natural Numbers, including 0, unless stated otherwise.
Z The set of Integers.
P The set of Prime Numbers.
L.H.S. Abbreviation for "left hand side" of an equation.
R.H.S. Abbreviation for "right hand side" of an equation.
G.C.D. Abbreviation for "Greatest Common Divisor."
F.T.A. Abbreviation for "Fundamental Theorem of Arithmetic."
G.C. Abbreviation for "Goldbach Conjecture."
π(a) Prime counting function up to some number a.
pi A prime number with index i ∈ N where 1 ≤ i ≤ π(a) for a given a ∈ N.
x ∈ X The value x is an element of a particular set X.
a|b Given the non-zero integer a, then a is a divisor of b.
a ∤ b Given the non-zero integer a, then a is not a divisor of b.
‖a‖ Absolute value or norm of a.
a# Primorial of some integer a.
∃x : P (x) There exists some x that satisfies the condition P (x).
∀x : P (x) Every x satisfies the condition P (x).
deg(F (x)) Degree of the polynomial F (x).
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two could be written as the sum of three primes. Since the number one was considered a prime,
however, no longer is, this conjecture has been split up into a strong and a weak version. The
strong version in some texts may be referred to as the "binary" Goldbach Conjecture. The
weak version is sometimes named the "ternary" conjecture as it involves three prime numbers.

The strong version of the Goldbach Conjecture states that for every even integer greater
than two there will exist two primes whose sum is that even number. Although this conjecture
is simple to state all attempts to prove it, or find a counter-example, have failed. With that
said, this conjecture has been verified to an astonishing degree. In July of 2000 Jörg Richstein
published a paper [8] using computational techniques showing that the Goldbach Conjecture
was valid up to 4× 1014. In November of 2013 a paper [3] was published by Thomás Oliveira e
Silva, Siegfried Herzog, and Silvo Pardi which also used advances in computational computing
proving that the binary form of the Goldbach Conjecture is true up to 4× 1018.

The weaker version of the Goldbach Conjecture, or Ternary Conjecture, states that every
odd number greater than 7 can be written as the sum of three prime numbers. Much like the
strong version, this conjecture has also been verified up to large orders of magnitude. As an
example, in 1998 [10] Yannick Saouter proved this conjecture up to 1020. In fact, it was shown
that if the generalization of the Reimann Hypothesis were true, that the Ternary Conjecture
would follow. This was proven by Hardy and Littlewood [4] in 1923. Since the Generalized
Reimann Hypothesis is still an open question, this did not give a definitive answer as to the
truth of the Ternary Conjecture, however, it did provide a possible path to follow.

Another breakthrough in the Ternary Conjecture came in 2013 when Herald Helfgott verified
in a paper [6] that the Ternary Conjecture was valid up to 1030. Later that year a preprint [5]
by Helfgott was placed on the ARXIV claiming that the Ternary Conjecture is true. Although
this paper has not been published as of yet, it has been accepted by many in the mathematics
community as being true and provides a significant breakthrough in Number Theory.

With the Strong Goldbach Conjecture concerned about the relationship between even num-
bers and the sums of primes, an analogue to this conjecture may be given in the form of asking
whether every even number may be written as the difference of two prime numbers. It will
be shown that the answer to these questions can be used to prove a similar conjecture named
after Alphonse de Polignac, 112 in [7], stating that for any even number there are an infinite
number of prime pairs whose difference is that even number. This conjecture has also gone
unproven for well over a century. In order for an answer to be given to these conjectures a new
methodology will be introduced. This will be done in the next section.

3. Methodology and Summary of Results

All attempts to prove the aforementioned conjectures have failed. Many of these attempts
rely on an analytic number theory approach such as analyzing the gaps between primes [13].
Another method is to assume a certain hypothesis is true, such as the Generalized Reimann
Hypothesis, to show that hypothesis implies one of these conjectures [4]. If that hypothesis
can then be proven, the conjecture would follow. There are also experimental [2] along with
computational results from [8], [3], and [10], however, these methods will most likely require
major breakthroughs in order to proceed. For this reason, a new approach is needed.

The method which will be explored in this paper is a novel technique that will be used to
determine algebraically both the necessary and sufficient conditions for a counter-example to
the Goldbach Conjecture to be discovered. It will also be shown that these same techniques,
with slight modifications, can be used to determine both the necessary and sufficient conditions
for an even number which can not be written as the difference of two prime numbers with one
prime being less than that even number. The advantage of this method lies in the fact that
it circumvents two main reasons why a proof of the Goldbach Conjecture, and whether every
even number may be written as the differences of two prime numbers, have remained elusive.

The first of these difficulties in finding a proof lies in the fact that there is no known formula
that allows one to determine precisely how many prime numbers there are in a given range.
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The Prime Number Theorem1 [11] does give an approximation to the number of primes up
to a given value; however, this alone is not sufficient to give strong enough evidence that the
conjectures hold for any value chosen. For this reason most probabilistic arguments about how
many primes pairs there could be which sum up to a desired even number will fail.

The second issue is that there is no known parameterization of the prime numbers, or even
a computationally efficient way to determine when a number is prime. Wilson’s Theorem2 [12]
does provide both the necessary and sufficient conditions for determining if a number is prime;
however, since it is a function of the factorial it is computationally inefficient to use in any
practical manner. Because of these two facts, any question about additive properties of the
primes has been destined to run into near insurmountable difficulties using current techniques.

To begin laying the foundation for this new method a thought experiment will be given.
Suppose one wished to show that the number 20 satisfied the Goldbach Conjecture. A simple
way to proceed is to take each prime up to 10, labeled by the sequence p1 < p2 < p3 < p4, and
assign to it a unique qi labeled by the sequence q1 > q2 > q3 > q4 where 20 = qi + pi. This
allows for the following set of arithmetic relationships.

(3.1) 20 = 18 + 2 = 17 + 3 = 15 + 5 = 13 + 7

Assuming that 20 is not the sum of two prime numbers, it then follows from The Fundamental
Theorem of Arithmetic [1] that there must exist a unique sequence of α1, α2, α3, α4 ∈ N where

(3.2) q1q2q3q4 = pα1

1 pα2

2 pα3

3 pα4

4 .

However,

(3.3) 18× 17× 15× 13 6= 2α1 × 3α2 × 5α3 × 7α4

for any sequence of exponents restricted to the natural numbers. Since each qi on the L.H.S.
ranges between 10 and 20 it can be seen that equation 3.3 is true if and only if at least one
number on the L.H.S. is not divisible by any prime on the R.H.S., thus proving at least one qi is
a new prime. Therefore, it may be concluded that 20 can be written as the sum of two primes
without having any particular knowledge about the distribution of the prime numbers or which
prime numbers sum up to 20. All that is needed is the closure property of the integers, page 1
in [7], along with the Fundamental Theorem of Arithmetic.

This method can be extended to a general case. Since the Goldbach Conjecture states that
every even number greater than two is the sum of two primes, assuming a counter-example
exists, given by 2a, would provide two conditions that must be met. First, it can be seen
trivially under the closure property of the integers that the following statement is true.

(3.4) For all prime pi ≤ a where a > 3 there exists some unique qi where 2a = qi + pi.

As the statement above is true for any positive integer a > 3 independent of the truth of the
Goldbach Conjecture, it will be shown in Propsition 4.1 that the 3.5 in conjunction with 3.4
will be met and produced directly from the Fundamental Theorem of Arithmetic if and only if
there does exist a counter-example to the Goldbach Conjecture.

(3.5) For all prime pi ≤ a there exists some unique αi ∈ N where

π(a)
∏

i=1

qi =

π(a)
∏

i=1

pαi

i .

Substituting qi = 2a− pi into equation 3.5 for each qi in equation 3.4 allows for the following.

(3.6)

π(a)
∏

i=1

(2a− pi) =

π(a)
∏

i=1

pαi

i

It will be shown that the general solutions require a counter-example, 2a, to be divisible by
every prime less than a. Since Bertrand’s Postulate, 108 in [7], states there is always a prime

1A good approximation for π(n), where n > 1, is given by n
ln(n)

2A number p is a prime only if there is some integer n where (p− 1)! + 1 = pn.
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between a and 2a for any a ≥ 1, meaning 2a < a# whenever a > 4, it is impossible for solutions
to exist when a > 3. The following sections will show solutions to the equation 3.6 are only
given trivially for a = 2 and for a = 3. The case of 2a = 6 is given by the solutions below.

(6− 2)× (6− 3) = (2)2 × (3)

This same method will be used to determine if every even number, again given by 2a, is
the difference of two primes where one prime is less than a. Slight modifications need to be
made which will be made evident with a similar thought experiment used for the Goldbach
Conjecture. To begin, assume that the number 20 was not the difference of two primes where
one prime was less than 10. Taking the same approach as in the Goldbach Conjecture shows
each prime up to 10, labeled by the sequence p1 < p2 < p3 < p4, may be assigned a unique qi
labeled by the sequence q1 < q2 < q3 < q4 where 20 = qi − pi. This allows for the following

(3.7) 20 = 22− 2 = 23− 3 = 25− 5 = 27− 7.

At this point careful attention needs to be given to the fact that the q1 = 22 term is divisible
by a prime greater than 10, but composite. Defining p5 = 11 will be useful as it is important
to note that this is the only time this can occur since q1 is the only even term. Hence, since
any odd 20 < qi ≤ 30, it can not be divisible by any primes greater than 10 unless it is itself
prime. Assuming that 20 is not the difference of two prime numbers, then The Fundamental
Theorem of Arithmetic states that there exists a unique sequence of α1, α2, α3, α4 ∈ N where

(3.8) q1q2q3q4 = pα1

1 pα2

2 pα3

3 pα4

4 p5.

However,

(3.9) 27× 25× 23× 22 6= 2α1 × 3α2 × 5α3 × 7α4 × 11

for any sequence of exponents restricted to the natural numbers. Since each qi on the L.H.S.
ranges between 20 and 30 it can be seen that equation 3.9 is true if and only if at least one
number on the L.H.S. is not divisible by any prime on the R.H.S., thus proving at least one
qi is a new prime. Therefore, 20 can be written as the difference of two prime numbers. As
with the Goldbach Conjecture, formalizing this result to a general case and showing solutions
cannot exist when 2a > 6 is the intended goal. This is done with the following statements.

(3.10) For all prime pi ≤ a there exists some unique qi where 2a = qi − pi.

As the statement above is true for any positive integer a > 3 independent of the truth of the
analogue to the Goldbach Conjecture that every even number is the difference of two primes,
the following condition will be met if and only if there is a counter-example. This condition will
differ slightly from the Goldbach Conjecture because it must be taken into account whether
a+1 is prime. Defining a function β(a+1) where this function is equal to one if a+1 is prime
and equal to zero otherwise makes it possible to use the Fundamental Theorem of Arithmetic
to define a unique sequence of exponents given by α1, α2, α3, α4 ∈ N where the following must
hold if and only if a number, 2a, is not the difference of two primes with one prime less than a.

(3.11) For all prime pi ≤ a there exists some unique αi ∈ N where

π(a)
∏

i=1

qi = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i .

Again, via a substitution for each qi = 2a+ pi from equation 3.10 into equation 3.11 shows

(3.12)

π(a)
∏

i=1

(2a+ pi) = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i

where it will be shown that largest integer solution is given by a = 3 below.

(6 + 3)× (6 + 2) = 23 × 32

Once these two theorems are established, it will be shown that the Ternary Conjecture, along
with the Polignac Conjecture must follow as immediate consequences.
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4. Producing a Counter-Example to the Goldbach Conjecture

This section will determine precisely when the Goldbach Conjecture fails. The following
proposition will provide an algebraic approach deriving both the necessary and sufficient con-
ditions needed for a counter-example, 2a, to be given. It will be assumed moving forward that
the primes are labeled in ascending order using the index i where

p1 < p2 < · · · < pπ(a).

Since any 2a may trivially be written as the sum of two primes when a ∈ P, that condition will
be left out and it will be assumed throughout that the integer a is not prime, unless stated.

Proposition 4.1. The Goldbach Conjecture (G.C.) is false if and only if there exists some
non-prime a ∈ N where a > 3 with the conditions that for each prime pi < a there exists a
unique qi, αi ∈ N where qi is non-prime satisfying the following set of equations.

(4.1) 2a = qi + pi

along with product relation

(4.2)

π(a)
∏

i=1

qi =

π(a)
∏

i=1

pαi

i .

Proof. If the G.C. were false for some non-prime a ∈ N with a > 3, then the closure property
of the integers ensures for any prime pi < a there exists some unique qi ∈ N where equation 4.1
holds with no qi being prime. With a < ∀qi < 2a and no qi ∈ P, the F.T.A. ensures a unique
prime factorization follows where equation 4.2 is true for a unique set of αi ∈ N.

To prove the converse of the above statement, begin by letting there exist some a ∈ N where
a < 3 and for each prime pi < a there is some unique qi, αi ∈ N where both equations 4.1 and 4.2
are satisfied. Solutions to these two equations would immediately provide a counter-example
to the G.C. since each qi must be comprised of only primes up to a under the F.T.A. �

From Proposition 4.1 it is possible to derive three corollaries that will be of future importance.

Corollary 4.2. For any αi it follows that αi > 0 if and only if pi|qi or pi|qj for some j 6= i.

Proof. From equation 4.2 it can be seen upon inspection that if any αi > 0, then that pi must
be a divisor of the R.H.S. of the equation. Therefore, that pi divides the L.H.S. of the equation
and must divide its corresponding qi or some other qj.

Conversely, from equation 4.2 if any prime pi is a divisor of its corresponding qi or some other
qj, then that pi divides the R.H.S. of equation 4.2 showing pi|p

αi

i where αi > 0. �

Corollary 4.3. Under Proposition 4.1 for any prime pi < a it follows pi|2a if and only if pi|qi.

Proof. Under equation 4.1 in Proposition 4.1 it is seen upon inspection if pi|qi, then pi|2a.
Conversely, from equation 4.1 it follows that if any pi|2a, then pi|qi, proving the corollary. �

Corollary 4.4. For any prime pi < a in Proposition 4.1 if pi|qi, then pi ∤ qj for any j 6= i.

Proof. Under transitivity of equation 4.1 in Proposition 4.1 it follows for any primes pi, pj < a

(4.3) qi + pi = qj + pj.

If some pi existed where pi|qi and pi|qj for some j 6= i in equation 4.3, then pi|pj. Since both
pi, pj are primes, then pi ∤ pj when j 6= i. Therefore, if any pi|qi, then pi ∤ qj for any j 6= i. �

With Proposition 4.1 and its corollaries in place it is now possible to define a single polynomial
that will aid in proving the G.C. This is done by a substitution using equations 4.1 and 4.2.
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5. Production and Properties of the Goldbach Polynomial

From here it will be necessary to use the equations in Proposition 4.1 to derive a polynomial.

Definition 5.1. The Goldbach Polynomial is given by the equation

(5.1)

π(a)
∏

i=1

(2a− pi) =

π(a)
∏

i=1

pαi

i

and is derived by substituting each qi = 2a− pi from equation 4.1 into the equation 4.2.

Proposition 5.2. 2a must be a divisor of the difference of products
∏π(a)

i=1 pαi

i −(−1)π(a)
∏π(a)

i=1 pi.

Proof. Expansion of the Goldbach Polynomial in equation 5.1 gives the polynomial in 2a below

(5.2) (2a)π(a) + cπ(a)−1(2a)
π(a)−1 + cπ(a)−2(2a)

π(a)−2 + · · ·+ c1(2a) + (−1)π(a)
π(a)
∏

i=1

pi =

π(a)
∏

i=1

pαi

i

where it follows trivially

(5.3) (2a)π(a)+ cπ(a)−1(2a)
π(a)−1+ cπ(a)−2(2a)

π(a)−2+ · · ·+ c1(2a) =

[ π(a)
∏

i=1

pαi

i − (−1)π(a)
π(a)
∏

i=1

pi

]

.

Since 2a is a factor of the L.H.S. of equation 5.3 it must also be a divisor of the R.H.S. �

To proceed it will be necessary to use Veita’s Formulas [12] to analyze the coefficient c1.

Proposition 5.3. For any prime pi < a the GCD(pi, c1) = 1.

Proof. The expansion of the L.H.S. of equation 5.1 returned the monic polynomial in 2a with
non-zero, integer coefficients cπ(a), cπ(a)−1, . . . , c0 given by 5.3. Vieta’s Formulas show that

cπ(a) = 1

cπ(a)−1 = −(p1 + p2 + · · ·+ pπ(a))

cπ(a)−2 = (p1p2 + p1p3 + · · ·+ pπ(a)−1pπ(a))

...

c1 = (−1)π(a)−1(p1p2 · · · pπ(a)−2pπ(a)−1 + p1p2 · · · pπ(a)−2pπ(a) + · · ·+ p2p3 · · · pπ(a)−1pπ(a))

c0 =

π(a)
∏

i=1

pαi

i − (−1)π(a)
π(a)
∏

i=1

pi

where an inspection of the c1 term shows it is the sum of products of π(a) − 1 primes. Since
any prime pi < a is only absent from one product in the sum, no prime pi|c1 when pi < a. �

Definition 5.4. Let the integer polynomial P (2a) be equal to the L.H.S. of equation 5.3 where

(5.4) P (2a) = (2a)π(a) + cπ(a)−1(2a)
π(a)−1 + cπ(a)−2(2a)

π(a)−2 + · · ·+ c2(2a)
2 + c1(2a).

Since 2a|P (2a), and all coefficients are non-zero integers, a factoring out of 2a above shows

(5.5) P (2a) = 2a
[

(2a)π(a)−1 + cπ(a)−1(2a)
π(a)−2 + cπ(a)−2(2a)

π(a)−3 + · · ·+ c2(2a) + c1
]

.

Defining a second integer polynomial, Q(2a), where

(5.6) Q(2a) = (2a)π(a)−1 + cπ(a)−1(2a)
π(a)−2 + cπ(a)−2(2a)

π(a)−3 + · · ·+ c2(2a)

allows for the simplified form of equation 5.4 below

(5.7) P (2a) = 2a[Q(2a) + c1]

where 2a|Q(2a). Since it is assumed that a > 3 it follows that π(a) ≥ 2. Under transitivity,
and using Veita’s Formula for c0 in Proposition 5.3, equation 5.3 can be written in the form

(5.8) 2a[Q(2a) + c1] = c0.
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Lemma 5.5. From Definition 5.4, the deg(P (2a)) = π(a) and deg(Q(2a)) = π(a)− 1.

Proof. Upon inspection of equation 5.4 it can be seen that deg(P (2a)) = π(a). It can also be
seen from equation 5.6 that deg(Q(2a)) = deg(P (2a))− 1 = π(a)− 1, proving the lemma. �

An important corollary can be derived from Proposition 5.3 concerning the divisibility rela-
tionship between 2a and c0. This will allow for an exploration of cases for solutions to exist.

Corollary 5.6. Let c0 =
∏π(a)

i=1 pαi

i −(−1)π(a)
∏π(a)

i=1 pi from Veita’s Formulas in Proposition 5.3.
Under Propositions 5.2, 5.3, along with Definition 5.4, it must follow that the GCD(2a, c0

2a
) = 1.

Proof. From Proposition 5.3 it was shown for any prime pi < a the GCD(pi, c1) = 1. Therefore,
it must be true that the GCD(2a, c1) = 1 since a is assumed to be a non-prime, integer greater
than 3. Therefore, with 2a|Q(2a) from equation 5.6, it can be seen that it trivially follows that
GCD(2a, c0

2a
) = 1 as a consequence of Proposition 5.2 and equation 5.8 in Definition 5.4. �

Lemma 5.7. The term c0 =
∏π(a)

i=1 pαi

i − (−1)π(a)
∏π(a)

i=1 pi does not divide
[

Q(2a) + c1
]

.

Proof. From equation 5.8 in Definition 5.4, since a ∈ N and 2a > 6, the lemma must hold. �

The final step of this section is to prove that the constant term, c0, is non-zero.

Lemma 5.8. Solutions to equation 5.8 show
∥

∥c0
∥

∥ =
∥

∥

∏π(a)
i=1 pαi

i − (−1)π(a)
∏π(a)

i=1 pi
∥

∥ > 0.

Proof. If there are solutions to 2a where c0 = 0, then it follows from equation 5.8 that

(5.9) 2a
[

Q(2a) + c1
]

= 0.

Since it is assumed 2a > 6 in Proposition 4.1, it must then follow from equation 5.9 that
Q(2a) = −c1. With the condition given for Q(2a) in Definition 5.4 that 2a|Q(2a), it follows
2a|c1. However, this contradicts Corollary 5.6 since GCD(2a, c1) = 1, proving that ‖c0‖> 0. �

6. Cases for Solutions to the Goldbach Polynomial

It will be proven that there exists only two cases for solutions to equation 5.8 in Definition 5.4
because of the constraints placed on 2a by the preceding propositions, corollaries, and lemmas.

Theorem 6.1. There exist only two cases where equation 5.8 in Definition 5.4 is true.

Proof. For solutions to exist to equation 5.8 in Definition 5.4, with careful attention given to
Lemmas 5.7 and 5.8, it can be seen that the only two scenarios are given below.

Case 1. The first case will account for

(6.1) 2a =

∥

∥

∥

∥

π(a)
∏

i=1

pαi

i − (−1)π(a)
π(a)
∏

i=1

pi

∥

∥

∥

∥

along with the condition that

(6.2) ‖Q(2a) + c1‖= 1.

Case 2. The second case shows that

(6.3) 6 < 2a <

∥

∥

∥

∥

π(a)
∏

i=1

pαi

i − (−1)π(a)
π(a)
∏

i=1

pi

∥

∥

∥

∥

along with the condition

(6.4) 1 <
∥

∥Q(2a) + c1
∥

∥ <

∥

∥

∥

∥

π(a)
∏

i=1

pαi

i − (−1)π(a)
π(a)
∏

i=1

pi

∥

∥

∥

∥

.

These two cases give the only possible counter-examples to the Goldbach Conjecture. �
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7. An Analysis of Case 1 in Theorem 6.1.

In this section it will be shown that integer solutions do exist to Case 1 and follow trivially
from the propositions, corollaries, and lemmas in the previous section. However, these solutions
can not exist for any a ∈ N where a > 3. Thus, no counter-example will be given from Case 1.

To begin, additional criteria for any αi > 0 in the c0 term will be determined. This will allow
for solutions to Case 1 to be given since the divisibility properties of each qi will be revealed.

Proposition 7.1. Solutions to Case 1 show that αi > 0 if and only if pi|2a.

Proof. From equation 6.1 in Case 1 it can be seen upon inspection that if any αi > 0, then that
corresponding pi may be factored out of the R.H.S. of the equation and must be a factor of 2a.

The converse must also be true since equation 6.1 shows for any prime pi where pi|2a, it must
follow that that pi is a factor of the R.H.S. showing its corresponding αi > 0. �

The next step is to determine the divisibility criteria for each qi from equation 4.1 in Propo-
sition 4.1. This will be achieved by proving there is no prime pi < a where pi|qj when j 6= i.

Theorem 7.2. There is no prime pi < a where pi|qj for some j 6= i.

Proof. Under the F.T.A., along with Proposition 4.1, it follows that each qi in equations 4.1
and 4.2 must be the product of prime powers containing only primes less than a. Suppose that
there exists some pi|qj for some j 6= i. From Corollary 4.2 it then follows that αi > 0. With
αi > 0, Proposition 7.1 and Corollary 4.3 can be used to determine that it is also true that
pi|qi. Thus, pi|qi and pi|qj for some j 6= i. However, this contradicts Corollary 4.4 since no pi|qi
and pi|qj for some j 6= i proving there exists no prime pi < a dividing some qj where j 6= i. �

With everything in place, it is now possible to find the solutions for Case 1.

Theorem 7.3. There are no solutions to Case 1 in Proposition 6.1 when a > 3.

Proof. From Theorem 7.2 it was shown that there is no scenario where any pi|qj when j 6= i.
Hence, the only solutions to Case 1 are given when each qi is of the form qi = pαi

i . It can then
be seen via a substitution into equation 4.1 of Proposition 4.1 that the following must hold.

(7.1) 2a = pαi

i + pi for all prime pi < a.

This forces all prime pi > a to be divisors of 2a. However, since Bertrand’s Postulate ensures
2a < a# for a > 4, it is clear that solutions to Case 1 cannot exist when a > 3. �

Remark 7.4. Under the conditions of Case 1 it follows from Theorem 7.3 that solutions are
given to Proposition 4.1 when a = 3 showing 22 +2 = 6 = 3+ 3 and (6− 3)× (6− 2) = 22 × 3.
It should also be noted that a = 2 also satisfies the conditions above where 4 = 2+2 and 2 = 2.

8. An Analysis of Case 2 in Theorem 6.1 and a Proof for the G.C.

Under Case 1 it was shown that no solutions exist when a > 3. It will now be shown that
even under Case 2 there are no solutions where a ∈ N and π(a) > 2. To begin, it is necessary
to use Proposition 5.2 and Corollary 5.6 to prove the following proposition.

Proposition 8.1. There exists u, v ∈ Z where (2a)2u+ c0v = 2a.

Proof. From Corollary 5.6 and Proposition 5.2, Bezout’s Identity3 shows that ∃u, v ∈ Z where

(8.1) (2a)2u+ c0v = 2a

and it can be seen that the conditions hold where 2a|c0 along with the GCD(2a, c0
2a
) = 1. �

With Proposition 8.1 in place, it will be shown that the deg(P (2a)) = 2 in Definition 5.4.
This will be sufficient to show that solutions can not exist to case 2 and is easily achieved
showing that there are no solutions when deg(Q(2a)) > 1 using the theorem below.

3Let a, b ∈ Z where GCD(a, b) = d. Then ∃u, v ∈ Z where au+ bv = d.
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Theorem 8.2. There are no solutions of deg(Q(2a)) > 1 to equation 5.8 in Definition 5.4.

Proof. Substituting the c0 term from equation 5.8 into equation 8.1 produces the following.

(8.2) (2a)2u+ 2a[Q(2a) + c1]v = 2a

dividing through by 2a gives the result

(8.3) (2a)u+ [Q(2a) + c1]v = 1.

Since u, v, and c1 are constants, it is possible to absorb the sign changes to isolate the polynomial

(8.4) vQ(2a) = (2a)u+ c1v + 1.

It can be seen that the since v must be a non-zero constant, then the deg(vQ(2a)) = deg(Q(2a)).
Thus, the general solutions are given when deg(Q(2a)) = 1 from the equation above. �

Theorem 8.3. The Goldbach Conjecture is true.

Proof. From Definition 5.4 the deg(P (2a)) = π(a) and deg(Q(2a)) = deg(P (2a)) − 1. Thus,
it follows from Theorem 8.2 that the general solutions are given by a polynomial P (2a) where
deg(P (2a) = 2. This shows that solutions are only given when π(a) = 2 and no solutions can
exist to Case 2. Since no solutions to Case 1 or 2 exist when π(a) > 2, no counter-examples
exist to the G.C. Therefore, Proposition 4.1 states the Goldbach Conjecture is true. �

Definition 1. A prime reflective point (P.R.P.) for a ∈ N is any b ∈ N where both a± b ∈ P.

It should also be noted that this method allows for an even stronger condition can be proven.

Theorem 8.4. Every a ∈ N where a > 3 has a non-zero, P.R.P.

Proof. From Theorem 8.3 it follows that any non-prime a ∈ N where a > 3 must have a non-zero
P.R.P. Since 2a = (a+ b) + (a− b). Therefore, the only thing left to do is to show this is true
for the case where a ∈ P and a > 3. Equations 4.1 and 4.2 in Proposition 4.1 show that when
a is allowed to be prime and greater than 3 there is no change to the equations for the product
relationship because qπ(a) = a and will cancel out the product of a on the R.H.S. of equation 4.2.
This leaves the Goldbach Polynomial in equation 5.1 unchanged, as well. Therefore, solutions
will be no different than the ones already solved for, showing the theorem is true. �

Theorem 8.5. Every odd number greater than seven is the sum of three odd, prime numbers.

Proof. For any odd n ∈ N where n > 7, there exists some even m ∈ N where n − 3 = m and
m ≥ 6. Given Theorem 8.3, it follows there exists odd p1, p2, p3 ∈ P where n = p1+p2+p3. �

9. On Whether Every Even Number is The Differences of Two Prime Numbers.

This section will prove that any even number, 2a, may be written as the difference of two
prime numbers where one prime is less than a. The methodology behind this proof will almost
mirror exactly the G.C. proof as the constraints and equations for a counter-example are nearly
identical. Where it will differ slightly is that the possibility of a + 1 being prime must be
accounted for, which will be seen in the following propositions. It will also be assumed that
a ∈ N and a > 3. The primes will labeled in ascending order in the index i where

p1 < p2 < p3 < · · · < pπ(a).

Definition 9.1. Let the function β(a+ 1) be defined by characteristics

(9.1) β(a+ 1) =

{

1, if a+ 1 ∈ P,

0, if a+ 1 6∈ P.

To begin it is crucial to determine both the necessary and sufficient conditions which would
produce an even number would not be the difference of two prime numbers.
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Proposition 9.2. An even integer, 2a > 6, is not the difference of two primes, where one
prime is less than a, if and only if for each prime pi ≤ a there exists a unique qi, αi ∈ N where

(9.2) 2a = qi − pi

along with product relation

(9.3)

π(a)
∏

i=1

qi = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i .

Proof. If an even number, given by 2a where a ∈ N and a > 3 were not the difference of two
primes, then the closure property of the integers ensures for any prime pi ≤ a there exists some
unique, non-prime qi ∈ N where equation 9.2 holds true. With 2a < ∀qi ≤ 3a, the only possible
number which could be a composition of a prime greater than a and a prime less than a would
be the term q1 = 2a + 2, as a + 1 may be prime. Thus, the F.T.A., along with Definition 9.1,
ensures there must exist a unique set of αi ∈ N producing equation 9.3.

Conversely, if for each prime pi ≤ a, there exists some unique qi, αi ∈ N satisfying both
equations 9.2 and 9.3, then no qi is prime. This would immediately provide a counter-example
by producing a number which was not the difference of two primes with one less than a. �

It is possible to derive three corollaries that will be used to find solutions to equations 9.2
and 9.3. From here 2a will be assumed to be a solution to those equations.

Corollary 9.3. For any αi it follows that αi > 0 if and only if pi|qi or pi|qj for some j 6= i.

Proof. From equation 9.3 it can be seen that if any αi > 0, then that pi must be a divisor of the
R.H.S. of the equation. Therefore, that pi divides the L.H.S. and must divide its corresponding
qi or some other qj. Conversely, if any pi is a divisor of its corresponding qi from equation 9.3 or
some other qj, then pi divides the R.H.S. showing pi|p

αi

i where it must follow that αi > 0. �

Corollary 9.4. Under Proposition 9.2 any prime pi|2a if and only if pi|qi.

Proof. Under equation 9.2 in Proposition 9.2 it is seen upon inspection that for any prime
pi ≤ a, if pi|qi, then pi|2a. Conversely, if pi|2a, then pi|qi, proving the corollary. �

Corollary 9.5. Solutions for Proposition 9.2 require that if any pi|qi, then pi ∤ qj for any j 6= i.

Proof. Under Proposition 9.2, any primes pi, pj ≤ a require some non-prime qi, qj where

(9.4) qi − pi = 2a = qj − pj.

If some pi existed where pi|qi and pi|qj in equation 9.4, then pi|pj. Since both pi, pj are primes,
it is impossible for pi|pj when j 6= i. Therefore, if any pi|qi, then pi ∤ qj when j 6= i. �

10. Properties of Solutions to Proposition 9.2

From here it will be necessary to use the equations in Proposition 9.2 to derive a polynomial.
It will then be shown that, like the G.C., solutions do not exist where a ∈ N and a > 3.

Definition 10.1. The Prime Difference Polynomial (P.D.P.) is given by the equation

(10.1)

π(a)
∏

i=1

(2a+ pi) = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i

and is derived by substituting each qi = 2a− pi from equation 9.2 into the equation 9.3.
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Proposition 10.2. Under Proposition 9.2, solutions show 2a divides p
β(a+1)
π(a)+1

∏π(a)
i=1 pαi

i −
∏π(a)

i=1 pi.

Proof. From Proposition 9.2 a substitution of qi = 2a+ pi for each qi from equation 9.2 allows
for the product relationship in equation 9.3 to be expressed as

(10.2)

π(a)
∏

i=1

(2a+ pi) = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i .

An expansion of terms in 10.2 gives the following polynomial in 2a with integer coefficients.

(10.3) (2a)π(a) + c(π(a)−1(2a)
π(a)−1 + cπ(a)−2(2a)

π(a)−2 + · · ·+ c1(2a) +

π(a)
∏

i=1

pi = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i .

From the above equation it follows trivially that

(10.4) (2a)π(a) + c(π(a)−1(2a)
π(a)−1 + cπ(a)−2(2a)

π(a)−2 + · · ·+ c1(2a) = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i −

π(a)
∏

i=1

pi.

Since 2a is a factor of the L.H.S. in 10.4 it must be a factor of the R.H.S. �

Proposition 10.3. For any prime pi ≤ a the GCD(pi, c1) = 1.

Proof. The expansion of the L.H.S. of equation 10.2 written out explicitly returns the monic
polynomial in 2a with integer coefficients labeled by cπ(a)−1, cπ(a)−2, . . . , c0 and is given by
equation 10.4. Using Vieta’s Formulas it is possible to write the coefficients explicitly below.

cπ(a) = 1

cπ(a)−1 = (p1 + p2 + · · ·+ pπ(a))

cπ(a)−2 = (p1p2 + p1p3 + · · ·+ pπ(a)−1pπ(a))

...

c1 = (p1p2 · · · pπ(a)−2pπ(a)−1 + p1p2 · · · pπ(a)−2pπ(a) + · · ·+ p2p3 · · · pπ(a)−1pπ(a))

c0 = p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i −

π(a)
∏

i=1

pi

From the equations above it can be seen that the c1 term consists of the sum of products of
π(a) − 1. Thus, it follows that any pi ≤ a is only absent from one product in the sum for c1,
showing no prime pi ≤ a divides c1 which is sufficient to prove the proposition. �

As in the case of the G.C. analysis, the c1 term will be of importance for future sections.

Definition 10.4. Let the polynomial P (2a) be equal to the L.H.S. of equation 10.4 where

(10.5) P (2a) = (2a)π(a) + cπ(a)−1(2a)
π(a)−1 + cπ(a)−2(2a)

π(a)−2 + · · ·+ c2(2a)
2 + c1(2a).

Since 2a|P (2a), and all coefficients are non-zero integers, a factoring out of 2a above shows

(10.6) P (2a) = 2a
[

(2a)π(a)−1 + cπ(a)−1(2a)
π(a)−2 + cπ(a)−2(2a)

π(a)−3 + · · ·+ c2(2a) + c1
]

.

Defining a second integer polynomial, Q(2a), where

(10.7) Q(2a) = (2a)π(a)−1 + cπ(a)−1(2a)
π(a)−2 + cπ(a)−2(2a)

π(a)−3 + · · ·+ c2(2a)

allows for the simplified form of equation 10.5 below

(10.8) P (2a) = 2a[Q(2a) + c1]

where 2a|Q(2a) since it is assumed that a > 3 requiring that π(a) ≥ 2. Under transitivity, and
using Veita’s Formula for c0 in Proposition 10.3, equation 10.4 may be written in the form

(10.9) 2a[Q(2a) + c1] = c0.

55



Conference Proceedings, Copenhagen Denmark July 19-20, 2022

Lemma 10.5. From Definition 10.4, the deg(P (2a)) = π(a) and deg(Q(2a)) = π(a)− 1.

Proof. Upon inspection of equation 10.5 it can be seen that deg(P (2a)) = π(a). It can also be
seen from equation 10.7 that deg(Q(2a)) = deg(P (2a))− 1 = π(a)− 1, proving the lemma. �

An important corollary can be derived from Proposition 10.3 concerning the divisibility
relationship between 2a and c0. This will allow for an exploration of cases for solutions to exist.

Corollary 10.6. Let c0 = p
β(a+1)
π(a)+1

∏π(a)
i=1 pαi

i −
∏π(a)

i=1 pi from Veita’s Formulas in Proposition 10.3.

Under Propositions 10.2, 10.3, along with Definition 10.4, it must follow that GCD(2a, c0
2a
) = 1.

Proof. From Proposition 10.3 it was shown for any prime pi ≤ a the GCD(pi, c1) = 1. There-
fore, it must be true that the GCD(2a, c1) = 1 since a is assumed to be an integer greater
than 3. Therefore, with 2a|Q(2a) from equation 10.7, it can be seen that it trivially follows the
GCD(2a, c0

2a
) = 1 from Proposition 10.2 and equation 10.9 in Definition 10.4. �

Lemma 10.7. The term c0 = p
β(a+1)
π(a)+1

∏π(a)
i=1 pαi

i −
∏π(a)

i=1 pi does not divide
[

Q(2a) + c1
]

.

Proof. From equation 10.9 in Definition 10.4, since a ∈ N and 2a > 6, the lemma must hold. �

The final step of this section is to prove that the constant term, c0, is non-zero.

Lemma 10.8. Solutions to equation 10.9 show
∥

∥c0
∥

∥ =
∥

∥p
β(a+1)
π(a)+1

∏π(a)
i=1 pαi

i −
∏π(a)

i=1 pi
∥

∥ > 0.

Proof. If there are solutions to 2a where c0 = 0, then it follows from equation 10.9 that

(10.10) 2a
[

Q(2a) + c1
]

= 0.

Since it is assumed 2a > 6 in Proposition 9.2, it must then follow from equation 10.10 that
Q(2a) = −c1. With the condition given for Q(2a) in Definition 10.4 that 2a|Q(2a), it follows
2a|c1. However, this contradicts Proposition 10.3 since GCD(2a, c1) = 1, proving ‖c0‖> 0. �

11. Cases for Solutions to the P.D.P. in Definition 10.4.

Theorem 11.1. There exists only two cases where equation 10.2 in Proposition 10.2 is true.

Proof. For solutions to exist to equation 10.9 in Definition 10.4, with careful attention given to
Proposition 10.2 and Lemmas 10.7, 10.8, the only two scenarios are given below.

Case 3. The first case will account for the two conditions where

(11.1) 2a =

∥

∥

∥

∥

p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i −

π(a)
∏

i=1

pi

∥

∥

∥

∥

along with the condition that

(11.2) ‖Q(2a) + c1‖= 1.

Case 4. The second case shows that

(11.3) 6 < 2a <

∥

∥

∥

∥

p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i −

π(a)
∏

i=1

pi

∥

∥

∥

∥

along with the condition

(11.4) 1 <
∥

∥2aQ(2a) + c1
∥

∥ <

∥

∥

∥

∥

p
β(a+1)
π(a)+1

π(a)
∏

i=1

pαi

i −

π(a)
∏

i=1

pi

∥

∥

∥

∥

.

These two cases give the only solutions where an even number greater than six is not the
difference of two primes where one prime is less than that even number. �

With everything in place it will be possible to derive the solutions for Case 3 in the following
section. This will be done with careful attention given to Corollaries 9.3 through 9.5.
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12. An Analysis of Case 3 in Theorem 11.1.

In this section it will be shown that solutions do exist to Case 3 and follow trivially from the
propositions, corollaries, and lemmas in the previous section. However, these solutions can not
exist for any a ∈ N where a > 3. Thus, no counter-example will be given from Case 3.

To begin, it will be crucial to determine all criteria for any αi > 0. This will allow for
solutions to Case 1 to be given since the divisibility properties of each qi will be revealed.

Proposition 12.1. Under Case 3 it follows that every αi > 0 if and only if pi|2a.

Proof. From equation 11.1 in Case 3, it can be seen that if any αi > 0, then that corresponding
pi may be factored out of the R.H.S. of the equation. Thus, it must be a factor of 2a.

The converse must also be true since equation 11.1 shows for any prime pi where pi|2a, it
must follow that that pi is a factor of the R.H.S. showing its corresponding αi > 0. �

The next step is to show the divisibility criteria for each qi in equation 9.2 in Proposition 9.2

Theorem 12.2. There is no prime pi ≤ a where pi|qj for some j 6= i.

Proof. Suppose there exists some pi|qj for some j 6= i in equations 9.2 and 9.3 of Proposition 9.2.
From Corollary 9.3 it then follows that αi > 0. With αi > 0, Proposition 12.1 and Corollary
9.4 can be used to determine that it is also true that pi|qi. Thus, pi|qi and pi|qj for some j 6= i.
However, this contradicts Corollary 9.5 since no pi|qi and pi|qj for some j 6= i. Hence, there
can exist no prime pi ≤ a dividing some qj where j 6= i. �

Theorem 12.3. There are no solutions to Case 3 in Theorem 11.1 when a > 3.

Proof. The F.T.A. ensures that each qi in equations 9.2 and 9.3 of Proposition 9.2 must have
prime divisors since all qi > 1. From Proposition 12.1 and Theorem 12.2 it follows directly that
there is no scenario where any pi|qj when j 6= i. Thus, the only solutions to Case 3 are given
by each odd qi of the form qi = pαi

i . Substituting into equation 9.2 of Proposition 9.2 gives

(12.1) 2a = pαi

i − pi for all odd prime pi ≤ a.

This forces all prime pi ≤ a to be divisors of 2a. However, since Bertrand’s Postulate ensures
2a < a# for a > 4, it is clear that solutions to Case 3 cannot exist when a > 3. �

Remark 12.4. Under the conditions of Case 1 it follows from Theorem 7.3 that solutions are
given to Proposition 9.2 when a = 3 showing 23−2 = 6 = 32−3 and (6+3)× (6+2) = 23×32.

The final step is to show solutions can not exist to case 4.

13. An Analysis of Case 4 in Theorem 11.1

Under Case 3 it was shown that no solutions exist when a > 3. It will now be shown that
even under Case 4 there are no solutions where a ∈ N and π(a) > 2. To begin, it is necessary
to use Proposition 10.2 and Corollary 10.6 to prove the following proposition.

Proposition 13.1. There exists u, v ∈ Z where (2a)2u+ c0v = 2a.

Proof. From Corollary 10.6 and Proposition 10.2, Bezout’s Identity shows that ∃u, v ∈ Z where

(13.1) (2a)2u+ c0v = 2a

and it can be seen that the conditions hold where 2a|c0 along with the GCD(2a, c0
2a
) = 1. �

With the Proposition 13.1 in place, it will be shown that there can be no solutions to equation
10.4 when π(a) > 2. This will be sufficient to show that solutions can not exist to case 4.
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Theorem 13.2. The deg(Q(2a)) = 1 in Case 4 of Theorem 11.1.

Proof. Substituting the c0 term from equation 10.9 into equation 13.1 produces the following.

(13.2) (2a)2u+ 2a[Q(2a) + c1]v = 2a

dividing through by 2a gives the result

(13.3) (2a)u+ [Q(2a) + c1]v = 1.

Since u, v, and c1 are constants, it is possible to absorb the sign changes to isolate the polynomial

(13.4) vQ(2a) = (2a)u+ c1v + 1.

It can be seen that since v must be a non-zero constant, then the deg(vQ(2a)) = deg(Q(2a)).
Thus, it follows that deg(Q(2a)) = 1 from the equation above. �

Theorem 13.3. Every even number is the difference of two prime numbers.

Proof. From Definition 10.4 the deg(P (2a)) = π(a) and deg(Q(2a)) = deg(P (2a)) − 1. Thus,
from Theorem 13.2 the general solutions are given by a polynomial P (2a) where deg(P (2a) = 2.
This shows that solutions are only given when π(a) = 2. Since no solutions to Case 3 or 4 exist
when π(a) > 2, Proposition 9.2 shows every even number is the difference of two primes. �

14. An Analysis of the Polignac Conjecture

Theorem 14.1. For any n ∈ N where 2|n, there are infinitely many prime gaps of size n.

Proof. Theorems 8.3 and 13.3 show for all even m,n ∈ N, with m ≥ 6, there exists odd
p4, p3, p2, p1 ∈ P, where it follows p4 − p3 = m + n, and p2 + p1 = m. Allowing n to be fixed
for some even number, and m to cycle through all of the positive even numbers greater than
4 gives an infinite set of equations for n of the form p4 − (p3 + p2 + p1) = n. If the Polignac
Conjecture were false for some n, there would be only finitely many primes that were the sum
of three odd, prime numbers. Theorem 8.5, and Euclid’s proof for the infinitude of the primes,
shows this cannot be the case, proving the Polignac Conjecture must be true. �

References

[1] Apostol, Tom M. "The Fundamental Theorem of Arithmetic." Introduction to Analytic Number Theory.
Springer, New York, NY, 1976. 13-23.

[2] Deshouillers, J-M., Herman JJ te Riele, and Yannick Saouter. "New Experimental Results Concerning the

Goldbach Conjecture." International Algorithmic Number Theory Symposium. Springer, Berlin, Heidelberg,
1998.

[3] e Silva, Tomás Oliveira, Siegfried Herzog, and Silvio Pardi. "Empirical Verification of the Even Goldbach

Conjecture and Computation of Prime Gaps up to 4·1018." Mathematics of Computation (2014): 2033-2060.
[4] Hardy, Godfrey H., and John E. Littlewood. "Some Problems of ’Partitio Numerorum’; III: On the Expres-

sion of a Number as a Sum of Primes." Acta Mathematica 44.1 (1923): 1-70.
[5] Helfgott, Harald A. "The Ternary Goldbach Conjecture is True." arXiv preprint arXiv:1312.7748 (2013).
[6] Helfgott, Harald A., and David J. Platt. "Numerical Verification of the Ternary Goldbach Conjecture up to

8.875 · 1030." Experimental Mathematics 22.4 (2013): 406-409.
[7] J. J. Tattersall Elementary Number Theory in Nine Chapters. Cambridge University Press, ISBN 978-0-

521-58503-3, 1999.
[8] Jörg Richstein, "Verifying the Goldbach Conjecture up to 4 · 1014." Mathematics of Computation 70.236

(2001): 1745-1749.
[9] Ruiz, Sebastián Martín. "80.52 An Algebraic Identity Leading to Wilson’s Theorem." The Mathematical

Gazette 80.489 (1996): 579-582.
[10] Saouter, Yannick. "Checking the Odd Goldbach Conjecture up to 1020." Mathematics of Computation

67.222 (1998): 863-866.
[11] Selberg, Atle. "An Elementary Proof of the Prime-Number Theorem." Annals of Mathematics (1949):

305-313.
[12] Viéte, Francios. "Opera Mathematica." 1579. Reprinted Leiden, Netherlands, 1646.
[13] Zhang, Yitang. "Bounded Gaps Between Primes." Annals of Mathematics (2014): 1121-1174.

email: jrsouth@smu.edu

58



Conference Proceedings, Copenhagen Denmark July 19-20, 2022

 

 

  

Abstract—Environmental radiation dosimeter, is a kind of 

detector that measures the dose of the radiation area. Dosimeter 

registers the radiation and converts it to the dose according to the 

calibration parameters. The limit of a dose is different at each jobs and 

this limit should be notified and reported to the user and health physics 

department. The stochastic nature of radiation is the reason for the 

fluctuation of any gamma detector dosimetry. In this research we 

investigated Geiger-Muller type of dosimeter and tried to improve the 

dose measurement. Geiger-Muller dosimeter is a counter that converts 

registered radiation to the dose. Many techniques were applied to the 

registered counts to smooth statistical variations to set the alarm level 

and better data analysis. We proposed an innovative method to smooth 

these fluctuations much more and also proposed a dynamic way to 

trace rapid changes of radiations. Results show that our method is fast 

and reliable method in comparison the traditional method. 

 

Keywords—Geiger-Muller, radiation, detection, algorithms, 

dosimeter 

I. INTRODUCTION 

arious dosimeters are used to detect ionizing radiation in 

radiation environments. Radiation dosimeter is a kind of 

sensor that is used for many purposes. These useful 

devices are produced in different types, shapes with various 

sensitive materials to detect ionizing radiations like neutron, 

gamma, alpha, beta, and muon. Environmental dosimeters are a 

type of radiation detector and have different types, the two most 

common types of environmental dosimeters are gas and 

scintillation types [1]-[4]. Because of natural and artificial 

sources of radiation, using dosimeter is an obligation for 

radiation workers and is mandatory in any nuclear areas. Most 

dosimeters have simple dose measurement algorithms, but 

some also have more sophisticated algorithms, including 

artificial intelligence and neural network [5], [6]. One of the 

most common and cheapest dosimeters is Geiger-Muller (GM) 

dosimeter, which is a gas-sealed type detector, with or without 

an entrance window. Because of some specific parameters like 

dimension and high voltage of the GM, this gaseous dosimeter 

works by this principle that each incident radiation, could 

produce an avalanche of ion-pairs, then the dosimeter output 

signal is strong enough to detect that incident photon without a 

significant amplification when compared to the proportional 

counters [7]-[9]. 

Calibration of GM environmental dosimeter converts 

registered count per second (CPS) to the environmental dose. 

The stochastic nature of radiation is the reason for the CPS 
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fluctuation of any gamma detection device. So many techniques 

are applied to smooth this fluctuation, and averaging is one of 

the simplest ones [10], [11]. The averaging method is necessary 

because some alarm levels and dose limitations should be 

determined according to each radiation area. The worst defect 

of averaging algorithms is that it's not sensitive to a rapid 

altering of doses. It means, if a radiation source, crosses fast 

around the detector, averaging algorithm, prevents fast 

radiation detection. For solving this problem, we proposed a 

new method of fast-tracing and smoothing solutions by 

applying statistical science, which is described below. 

II. MATERIALS AND METHOD 

Due to the random and statistical nature of the number of pulses 

counted (means CPS), different methods are usually used to 

average and smooth these changes. One of these methods is to 

create a buffer of the latest measured CPS values. For example, 

in a 10-item buffer by measuring the new CPS value, this value 

is stored in the last buffer cell and replaced on the first buffer 

cell value (the oldest value). All values also find a shift cell to 

be refreshed during each sampling cycle. 

The smaller the buffer size, the higher the average dependence 

on the last instantaneous value, and the larger the buffer size, 

the lower the average dependence on the last instantaneous 

value (fluctuations also decrease). 

Disadvantages of this method are occupying space from the 

microcontroller memory (depends on the size of a buffer) and 

performing buffer shifts per second (in addition to averaging all 

buffer cells), so this method is slow.  

Another way is to use the EWMA (Exponentially Weighted 

Moving Average) formula. In this method, there is no need to 

use buffers and apply more calculations. The average value is 

calculated every 1 second using the same formula. Larger �� 

values mean less dependence on the last instantaneous value 

(equivalent to a buffer with more cells), and smaller �� values 

mean more dependence on the last instantaneous value and 

therefore more statistical fluctuation (equivalent to a small size 

buffer). 

In routine GM dosimeters, pulse per second registers the CPS 

value, but in our research, 200 ms sampling was replaced 

instead of 1-second sampling. For averaging, EWMA operates 

as in: 

������ = 
�����
 + �1 − ����           0 < 
 < 1 (1) 
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which ������is the average of current CPS, �� is the 

smoothing factor, ������  is the average of passed CPS, and � is 

the raw instantaneous value of CPS. 

The parameter that must be set correctly in this relation is the 

Rf value. For better understanding the effect of Rf on the 

detector output response, (1) for the various values of Rf is 

plotted in Fig. 1. In this figure, the horizontal axis is the 

sampling number, and the vertical axis is the read amount. As 

can be seen, in the 500th reading, the read amount has increased 

from 5 CPS to 10 CPS. This figure shows the relationship 

between smoothing factor and time needed for final detection 

results. 

 

Fig. 1 Response variation related to the Rf parameter 

From Fig. 1, for values close to 1 of Rf, more time must pass 

before Ui approaches its final value. In other words, this 

relationship reduces the fluctuations due to the statistical nature 

of the count. Equation (1) is a type of 1st-degree filter whose 

response to the step input is exponential. Therefore, the value 

of Rf should be adjusted according to the number of changes in 

the CPS and the required statistical dispersion of Ui. The closer 

value of the Rf parameter to one, the slower Ui’s response to the 

CPS changes, and the smaller its statistical disperse. For each 

area and each detector system, measuring the background (BG) 

amount and subtracting it from the main amount is done as a 

pre-measurement process. In this research, selected GM is 

suitable for low dose areas and GM type is one model from 

LND company. 

Fig. 2 shows the effect of pre-measurement from the BG of the 

environment. As shown in Fig. 1, some time must pass after the 

measurement starts to bring the measured counts closer to its 

final value due to the Rf parameter. In Fig. 2, pre-measurement 

is performed first by using (1), so the initial delay of BG 

measurement is no longer observed. 

This measurement is performed in the presence of the 

background, so in measurements where the amount of radiation 

is low, due to the statistical nature of the counts, dose detection 

may be erroneous. 

 

 

 
Fig. 2. The effect of pre-measurement 

Despite a common method for averaging for calculation of 

smoothed CPS, the sample rate is about 200 ms and only 

considers the last-5 values. Then the algorithms find a median 

of the last-5 values and multiple it in 5. This value is now 

inserted in the EWMA formula for averaging, for � parameter. 

Fig. 3 shows the designed dosimeter program. The dosimeter 

information is sent and displayed online via a LAN connection 

to the computer. The TCP-Modbus protocol is used to 

communicate between the dosimeter and the computer. 

 

 
Fig. 3 Software of GM dosimeter 
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Also, according to Figure 4, through the same program, 

dosimeter parameters such as Alarm Levels, Dead Time, 

Calibration Factor, HV value of the working point, and etc. can 

be set. Furthermore, the plateau curve of the dosimeter can be 

obtained and the exact working point of the dosimeter can be 

determined from it. 

 

(a) 

 

 

(b) 

Fig. 4 Different parameters for adjustment of GM dosimeter 

III. RESULTS AND DISCUSSION 

Due to the use of the median instead of direct averaging, 

outlier values are decreased in the dose calculations and 

therefore, the statistical fluctuations in the displayed dose 

amount are much less, consequently. So, CPS averaging will be 

much smoother than the common method at the end. 

We continued our job to improve averaging much more by 

tracing technique. The �� parameter in (1), is the value of 

smoothing in the EWMA formula. It means that, if this value is 

1, the averaging does not relate to the instantaneous value, then 

the dosimeter will be smoothed and slow in measurement 

during rapid changes of radiation. Therefore, the dosimeter is 

stable but could not detect rapid changes of ionizing radiation. 

We implemented another method for our job, by tracing rapid 

changes. It means that our algorithms observe the last value of 

CPS continuously and calculate the average of CPS, then 

compare it to the instantaneous value at each 200 ms interval. 

If the instantaneous value is altered in ascending or descending 

manner 10 times consequently (means in 2 s), then by altering 

the factor to 0 value, the averaging will be related to the 

instantaneous value for fast tracing of dose changes. Then, the 

above procedure is repeated for smoothing dose calculation. 

In this way, we have used the advantage of averaging without 

entering the outlier values into the averaging formula, and 

therefore the displayed doses in the dosimeter have less 

fluctuation than before. In addition to the above improvement, 

by considering current dosimeters that use statistical formulas, 

we have made it possible to trace rapid changes for 

environmental dose measurement without using traditional 

statistical formulas. 

In our research, for better curve fitting, we divided outputs 

data into two sections with two curves of grade 2 and grade 4 

(areas below 750 CPS and above it). Finally, according to the 

values provided by the calibration unit, we obtained the 

amount of environmental dose (with a maximum error of 3%) 

according to the following table: 

TABLE I 

ERRORS OF DOSE MEASUREMENT IN COMPARISON TO THE CALIBRATION UNIT 

RESULTS 

 

Also, good agreement between calibration doses as a reference 

and our measurement doses is depicted in Fig. 4. 

 

Measured CPS Calculated Dose Calibration Dose Error 

140.88 11 11.1 1% 

243.9 20.3 19.8 3% 

488.96 44.7 44.36 1% 

750.16 70.3 69.2 2% 

1166.3 133.8 129.3 3% 

1706.2 237.4 231.1 3% 

2748 528.2 516.1 2% 

3672 931.2 918.5 1% 

4302 1317 1316 0% 

5131 2010 2036 1% 
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Fig. 4 Acceptable results between dynamic method and calibration 

results 

IV. CONCLUSION 

The dynamic method is compatible with calibration data. 

Also, this method succeeded to solve the problem of usual 

dosimeters, especially Geiger-Muller dosimeters. Even this 

method helps to measure environmental dose, much smoother 

than the common averaging algorithms. 
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    Abstract—The middle of twenty century witnessed explosion in 

the public housing. After the great depression some of the capitalists 

and communist countries have launched policies and programs to 

produce public housing in the Urban areas. Concurrently, modernity 

was the leading architecture style at the time excessively supported 

the production, and principally was the instrument for the success of 

the public housing program due to the modernism manifesto for 

manufactured architecture as international style that serves the 

society and parallelly connect it to the other design industries which 

allowed for the production of the architecture elements. 

After the second world war the public housing flourished especially 

in the communist’s countries. The idea of the public housing was 

conceived as living spaces at the time, while the Workplaces 

preformed as place for production and labor. Michel Foucault - At the 

end of the twenty century- introduction of biopolitics has had 

highlighted the alteration in the production and labor inter-function. 

The house does not precisely preform as sanctuary, from the 

production, for the family, it opens the house to be -part of the city 

as- a space for production, not only to produce objects, but to 

reproduce the family as a total part of the production mechanism in 

the city. While the public housing kept altering from country to 

another after the failure of the modernist’s public housing in the late 

1970s the society continued changing parallelly with socio-economic 

condition in each political-economical system and the public housing 

thus followed. 

The family structure in the major cities has been dramatically 

changing, single parenting and the long working hours for instance, 

have been escalating the loneliness in the major cities such as 

London, Berlin and  

 

Tokyo, and the public housing for the families is no longer suits the 

single lifestyle for the individuals.  

This Paper investigates the performance of both the single/individual 

lifestyle and the family/society structure in Tokyo and Berlin in a 

relation to utilization of the public housing under economical, 

policies and the socio-political environment that produced the 

individuals and the collective. The study is carried through the study 

of the undercurrent individual/society and case studies, to examine 

the performance of the utilization of the housing. 

The major finding is that the individual/collective are revolving 

around the city, the city identified and acts as a system that 

 

magnetized and blurred the line between production and reproduction 

lifestyle. the mass public housing for families is shifting to be a 

combination between neo-liberalism and socialism housing. 

 
    Keywords—    Loneliness, production/reproduction, work/live, 

public housing. 
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    Abstract— Cooking is a primary need for humans, several 

techniques being used around the globe based on different sources of 

energy: electricity, solid fuel (wood, coal...), fuel or liquefied 

petroleum gas. However, all of them leads to direct or indirect 

greenhouse gas emissions and sometimes health damage in household. 

Therefore, the solar concentrated power represent a great option to 

lower the damages because of a cleaner using phase. Nevertheless, the 

construction phase of the solar cooker still requires primary energy and 

materials, which leads to environmental impacts. The aims of this work 

is to analyse the ecological impacts of a commercial aluminium 

parabola and to compare it with other means of cooking, taking the 

boiling of 2 litres of water three times a day during 40 years as the 

functional unit.   

Life cycle assessment was performed using the software Umberto and 

the EcoInvent database. Calculations were realized over more than 13 

criteria using two methods: the international panel on climate change 

method and the ReCiPe method. For the reflector itself, different 

aluminium provenances were compared, as well as the use of recycled 

aluminium. For the structure, aluminium was compared to iron 

(primary and recycled) and wood.  

Results show that climate impacts of the studied parabola was 0.0353 

kgCO2eq/kWh when built with Chinese aluminium and can be reduced 

by 4 using aluminium from Canada. Assessment also showed that 

using 32% of recycled aluminium would reduce the impact by 1.33 

and 1.43 compared to the use of primary Canadian aluminium and 

primary Chinese aluminium, respectively. The exclusive use of 

recycled aluminium lower the impact by 17. Besides, the use of iron 

(recycled or primary) or wood for the structure supporting the reflector 

significantly lowers the impact. The impact categories of the ReCiPe 

method show that, the parabola made from Chinese aluminium has the 

heaviest impact - except for metal resource depletion - compared to 

aluminium from Canada, recycled aluminium or iron. 

Impact of solar cooking was then compared to gas stove and induction. 

The gas stove model was a cast iron tripod that supports the cooking 

pot and the induction plate was as well a single spot plate. Results show 

the parabolic solar cooker has the lowest ecological impact over the 13 

criteria of the ReCiPe method and over the global warming potential 

compared to the two other technologies. The climate impact of gas 

cooking is 0.628 kgCO2/kWh when used with natural gas and 0.723 

kgCO2/kWh when used with a bottle of gas. In each case, the main part 

of emissions came from gas burning. Induction cooking has a global 

warming potential of 0.12 kgCO2eq/kWh with the electricity mix of 

France, 96.3% of the impact being due to electricity production. 

Therefore, the electricity mix is a key factor for this impact: for 

instance, with the electricity mix of Germany and Poland, impacts are 

0.81kgCO2eq/kWh and 1.39 kgCO2eq/kWh respectively. Therefore, 

the parabolic solar cooker has a real ecological advantages compared 

to both gas stove and induction plate.  
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    Abstract— The need to develop clean production processes is a 

key challenge of any industry. Steel and iron industries are particularly 

concerned since they emit 6.8% of global anthropogenic greenhouse 

gas emissions. One key step of the process is the high-temperature 

reduction of iron ore using coke, leading to large amounts of CO2 

emissions. One route to decrease impacts is to get rid of fossil fuels by 

changing both the heat source and the reducer. The present work aims 

at investigating experimentally the possibility to use concentrated solar 

energy and carbon-free reducing agents. 

Two sets of experimentations were realized. First, in situ X-ray 

diffraction on pure and industrial powder of hematite was realized to 

study the phase evolution as a function of temperature during reduction 

under hydrogen and ammonia. Secondly, experiments were performed 

on industrial iron ore pellets, which were reduced by NH3 or H2 into a 

“solar furnace” composed of a controllable 1600W Xenon lamp to 

simulate and control the solar concentrated irradiation, of a glass 

reactor and of a diaphragm to control light flux. Temperature and 

pressure were recorded during each experiment via thermocouples and 

pressure sensors. The percentage of iron oxide converted to iron 

(called thereafter “reduction ratio”) was found through Rietveld 

refinement. The power of the light source and the reduction time were 

varied.  

Results obtained in the diffractometer reaction chamber show that iron 

begins to form at 300°C with pure Fe2O3 powder and 400°C with 

industrial iron ore when maintained at this temperature for 60 minutes 

and 80 minutes, respectively. Magnetite and wuestite are detected on 

both powders during the reduction under hydrogen; under ammonia 

iron nitride is also detected for temperatures between 400°C and 

600°C. All the iron oxide was converted to iron for a reaction of 60 

min at 500°C whereas a conversion ratio of 96% was reached with 

industrial powder for a reaction of 240 min at 600°C under hydrogen. 

Under ammonia, a full conversion was also reached after 240 min of 

reduction at 600 °C. 

For experimentations into the solar furnace with iron ore pellets, the 

lamp power and the shutter opening were varied. An 83.2% conversion 

ratio was obtained with a light power of 67 W/cm2 without turning 

over the pellets. Nevertheless, under the same conditions, turning over 

the pellets in the middle of the experiment permits to reach a 

conversion ratio of 86.4%. A reduction ratio of 95% was reached with 

an exposure of 16 min by turning over pellets at half time with a flux 

of 169 W/cm2. Similar or slightly better results were obtained under an 

ammonia reducing atmosphere. Under the same flux, the highest 

reduction yield of 97.3% was obtained under ammonia after 28 

minutes of exposure.  

The chemical reaction itself, including the solar heat source, does not 

produce any greenhouse gases, so solar metallurgy represents a serious 

way to reduce greenhouse gas emission of metallurgy industry. 

Nevertheless, the ecological impact of the reducers must be 

investigated, which will be done in future work. 
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Abstract  

The pursuit of a sustainable future is dependent on the ability of governments from the national to municipal 

level. The politics of energy and the development of state-sponsored photovoltaic cell expansion can 

nebulize in several ways based on a state or nation's physical and human geography. This study conducts a 

comparative analysis of the energy and solar program of Turkey, Pennsylvania, and Philadelphia. The study 

aims to assess the city of Philadelphia's solar policies in contrast with both its political history and the 

photovoltaic programs of Turkey, a world leader in solar system development, and Pennsylvania's history 

of energy regulation. This comparative study found that after hundreds of bills and regulations over decades, 

sustainable energy development in affordable housing and new construction is the next phase of State-

Sponsored Green energy for the city of Philadelphia. 

1. Introduction 

Solar Power and Solar Power Research 

Solar power and solar technology are the use of machines to convert the power emitting from the sun 

into a renewable source of energy. Sheets of metal, often silicon, and chemical layers are placed between 

glass as semi-conductors to create photovoltaic cells. These cells are grouped to form solar panels. Sunlight 

hits and refracts light from these panels and chemical reactions create energy which is then transferred into 

electricity [1]. Advancing technologies in solar focuses on increasing the effect of the current models as 

well as variation that take the technological framework of the solar cell and expand upon it. Over time, 

silicon sheets have been replaced by thinner sheets of copper and cadmium. Additions to the chemical layers 

within the structure and increased absorption layers have been developed to expand on existing solar cell 

efficiency. Multi-layer solar cells build on this same framework. 

Organic solar cells developed after traditional solar cells were capped at their efficiency by current 

technology. Organic solar cells use natural chemical layers and organic semiconductors, expanding solar 

use and green space usage possibilities. As technology advanced, research on inner layer sheets or organic 

solar cells was replaced with the study of a dye-sensitized cell where an organic dye within the cells acts as 

semi-conductors, increasing solar efficiency and decreasing energy loss in the absorption process [1]. 

Current models and capacity for solar use span from residential use on rooftops to satellite dishes that focus 

heat from the sun to create energy. Advance solar technology and future models for solar cells efficiently 

utilize quantum dot technology. Quantum dots are nanoparticles, replacing inner layer sheets used as 

semiconductors and utilizing quantum properties. As a result, they have the potential to further the energy 

66



Conference Proceedings, Copenhagen Denmark July 19-20, 2022

harnessed from the sun and decrease the energy lost in the extraction process. Throughout the history of the 

research, the frame of advanced current technology takes precedence over new forms of photovoltaic 

technology [1]. 

As the role of technology grows, the research and academic exploration of the subject is a point of 

discussion. How this technology will be used in the future reflects the research and ideas explored today, 

so reviewing the literature on solar research and solar power is necessary to understand the role of solar 

technology as a distributive resource [2]. In reviewing the literature, much of the focus in solar power 

research has been related to physics, material science,  chemistry, energy, and engineering, specifically, in 

the realm of polymer science and optic fields, where there has been an increase in the number of research 

articles related to solar power as a whole [3]. 

The United States currently leads the world in solar power research, with the developing nations of China, 

Japan, Germany, the United Kingdom, India, South Korea, France, Spain, and Italy. These nations make 

up the dominant field of solar power research around the world, focusing on solar cell efficiency and solar 

material science and optimizing the amount of energy being converted from solar cells into conventional 

commercial and residential electrical systems. In a league of their organic solar cells, dye-sensitized solar 

cells and organic materials for solar cell technology have been rapidly increasing over the past 20 years. As 

materials in technology changed throughout the years, the original and prototypical materials are likely to 

be the first for decentralized solar technology [2]. 

 

2. Methodology and Analysis 

Centralized Solar Power: Turkey 

Taking solar power and solar technology development from a global perspective, we see how solar power 

is captured and absorbed varies between counties based on technological and geological capacity. In the 

case of Middle Eastern countries, such as Turkey with a high level of government intervention when it 

comes to solar power and solar advancement, combining solar technology and state power to form 

concentrated solar technology [4]. Concentrated solar technology is the act of taking solar energy and the 

heat generated from solar energy extraction and using it to power steam engines, utilizing advanced 

technology with modern industrial systems. Concentrated solar technology can take three general forms 

with variations among each: the first would be the Parabola Trough System, where the direct solar radiation 

hits and heats an absorption pipe that contains water. The heated water is pumped into the steam generator 

which is used to power the steam turbine which is used to generate electricity. 

The second method is the Dish/Stirling System, using a concentrated series of panels on a dish to focus 

the direct solar radiation into a thermal receiver and a heat engine generator to produce power and 

electricity. The final system is called the Power Tower System, which uses two access tracking mirrors on 

top of a tower called heliostats to reflect the direct solar radiation onto a receiver which is absorbed into a 

working fluid that's used to power a steam turbine. The Parabola Trial System and the Power Tower System 

have large economies of scale, meaning the larger you make them the more energy they will produce [4]. 

The Dish/Stirling System becomes less efficient the more you scale it up as a result the Dish/Stirling System 

of utilizing direct solar radiation will likely be the first decentralized solar power system when solar 

technology becomes priced for both residential in commercial use, crossing poverty lines and tax brackets. 
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When countries such as Turkey plan to use solar technology, there are serval factors that play into the 

capacity of a nation to offset its energy usage through direct solar radiation. Those factors are the solar 

resource which is the degree in the amount of solar radiation within a nation, the land use, and the ability 

to build solar structures, the land to build the structures on as well as land cover, and the ability to cover 

the land in solar materials, site topography, the topological and geographical ground levels that make up 

the country and the availability of water as the concentrated solar power systems are taking and utilizing 

the heat from the solar radiation and therefore must also have mechanisms and machinery cooled down the 

materials as well as the water being used in the turbines. 

Turkey's ambitions to utilize its natural resources to absorb solar power, like the rest of the world, is still 

in its infancy, but the research shows possibilities the countries with the governmental capacity to utilize 

resources will be the first to maximize the use of solar radiation in their electrical systems [4].  

 

Pseudo-Centralized Solar Power:  The United States and Pennsylvania 

The energy industry from the national state level shows how federal policy created energy monopolies 

in the mid-20th century. Energy companies controlled the three fundamental aspects of energy: generation, 

transmission, and distribution. This vertical domination over the marketplace gave utility companies 

regional monopolies wherever they were able to provide power. These monopolies lasted until the 1970s 

when an oil embargo froze the energy market economy causing an energy crisis. This prompted President 

Jimmy Carter to introduce the National Energy act of 1978 which contained the Public Utility Regulatory 

Policies Act (PURPA), which decentralized the extraction, transmission, and distribution process and 

required that all energy companies acquire portions of their energy from alternative sources, boosting the 

power of the Federal Energy Regulatory Commission who was in charge of the implementation of PURPA 

and this began what is known as the energy market decentralization of the 1990s [5]. 

The deregulation and decentralization of the energy market began with the Energy Policy act of 1992 

which forced companies to unbundle their wholesale prices for generation transmission and distribution 

and provide all open access to their transmission lines, meaning all energy companies had to compete on 

the open energy market [5]. This prompted many states to individually deregulate their energy markets 

specific to their states, allowing for customers and consumers to have a choice in their energy supplier. 

Some states went a step further and uses deregulation to introduce renewable energy into their energy 

market. This came by the way of energy standards that regulated energy investors to purchase certain 

amounts of renewable energy.  

In terms of Pennsylvania, the state took specific acts to deregulate its energy market. The first of which 

was the Electricity Generation Customer Service and Compensation Act, which allowed electric utility 

companies to own generation and transmission factories, but they were not allowed to factor in the cost of 

generation and the transmission of energy into the price of electricity. This along with the requirement that 

energy prices be approved by the state shifted the Pennsylvania energy market from a monopoly two more 

of a market economy as electric companies gain their revenue through the sale of electricity not the 

production of electricity. The Electricity Generation Customer Choice and Competition Act was the first 

step in reshaping Pennsylvania's energy policy toward more of a market economy and it only continued as 

the state moved into the 2000s. 

Over a decade after the Electricity Generation Customer Choice and Competition Act, the state passed 

Act 129, which created the Energy Efficiency and Conservation Program, a set of electricity standards 
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aimed at reducing energy consumption and required electric public utility companies with over 100,000 

customers to abide by it. Pennsylvania only continued with its energy deregulation and aims at renewable 

resources in 2004 with the passing of the Alternative Energy Portfolio Standards Act. This was aimed to 

increase the energy portfolio of the state and required Energy Generation Sources (EGS) and Energy 

Distribution Companies (EDC) to purchase a certain amount of solar power coming from alternative energy 

sources. The act enforced and incentivized these purchases through Alternative Energy Credits, which allow 

for companies to offset the cost of purchasing solar while adhering to state regulations. Companies can earn 

this credit by purchasing energy from solar technologies, or they can buy the alternative energy credits 

themselves and trade them for stocks or bonds [5]. 

Along with the Alternate Energy Portfolio Standards Act (AEPSA), the concept and idea of Net Metering 

were introduced. Net Metering allows residential consumers of EDCs to sell excess energy they get from 

solar technology back to the electric companies to offset the cost of their energy. Each one of these acts and 

initiatives came with an increased cost, so not only did the act allow energy companies to recoup the costs 

of the act, but the state also created the Alternate Energy Investment Act which provided funding the small 

business and residential consumers who are willing to solar panels through the Department of 

Environmental protection. 

The ambitions and expansiveness of the AESPA have not met the state's intent goals. The provisions 

within the act focused on the legislative and policy obstacles but don't focus on the incurred and increasing 

costs of solar technology in the current day and age the lack of financial prospects in solar technology has 

decentralized investors into these solar programs. The idea of subsidizing the cost of solar panels only 

forces energy companies to regulate their rates which disproportionately affects low-income citizens [5].  

Trying to address solar technology and obstacles to renewable energy natural inherent to resources within 

a given region is the prime concern within the United States. The two states with the most and most efficient 

solar programs are California and North Carolina. These states also happen to be the states that receive the 

most sunlight throughout the year. The cost of solar for states such as Wisconsin is drastically different than 

that of California so states like Arizona and North Carolina continue to lead the country in solar technology 

through their geological advantage. The rest of the nation must taper its solar aspirations to the geological 

factors that exist.  

 Striated energy models and the consequences of a lack thereof can be seen in the role solar technology 

plays in the overall framework of the utility industry. The utility industry's ability to profit from the 

distribution of electricity is regulated by the state, which considers the amount of money invested into the 

company, the operating cost the company incurs over time, and sets the market price at a flat price rate, 

limiting supply for the overarching demand. Utility companies' revenue is based on their ability to meet 

this demand within their given region, setting profits, but when customers can supply their electricity as 

well as sell it back to the energy distribution companies, the demand for electricity decreases, cutting profits. 

The utility companies then go back to the state to have the flat rate increased; this proportionately affects 

those at the lowest income [5]. 

Utility companies also charge a fee for residents and small business owners to connect their solar 

technology to the electrical grid to sell it back to the city. This fee is subject to change as the company sees 

fit because the state allows the utility company to recoup the loss that they gain from the exchange. Utility 

companies also cap the electricity residents can resale. The disproportionate effects of solar technology, the 

extended calls from utility companies to raise rates, the lack of expanded solar technologies, and the limits 

placed on those who can have them draw attention to a system failure, not towards the utility companies 

but at the state level where policy ambitions take precedence over economic and scientific evidence [5]. 
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Despite the vast number of solar initiatives, incentives, and regulations. The infancy of solar technology 

is constantly overlooked at the policy level, and its influences the economic market. First, Pennsylvania as 

a state does not get is nearly as much sun as California or North Carolina and as solar panels used on the 

individual and commercial level have become popular over the years, there's no utility-scale solar system 

in Pennsylvania nor has there been a successful one since the rise in solar technology within the United 

States. This is because, at the current date in 2022, solar technology becomes decreasingly efficient when 

given economies of scale, regardless of residential commercial, or industrial settings. Research shows 

promise but on a purely economic level, the declines in solar technology prices show no ability to sustain 

entire communities nor cities or states within the next decade. 

Research shows that striving for solar energy despite economic implications leads to disproportionate 

effects on low-income communities and low-income residents are affected from both ends of the solar 

technology spectrum. The cost of solar technology is high, therefore inaccessible for low-income residents, 

and those who do have access to solar technology drive up the rates of electricity for everybody leading to 

higher electric bills for low-income residents decreasing their capacity to afford solar technology. 

Despite government programs such as loans and unguaranteed solar rebates, the steps to mitigating these 

issues begin with the state of Pennsylvania understanding its role in the greater solar economy as a city with 

the technology to increase the solar capacity but not the geological capacity to increase its solar use, the 

state is in a prime position to lead the nation in the material science and efficiency standards within the 

realm of solar, but the state needs to scale back its aspirations for its planned solar usage and distribution 

as both the consumer and the energy distribution companies cannot keep up with the pace of state policy. 

Decentralized Solar Power: Philadelphia 

Philadelphia's energy profile begins with the geographics and demographics of the city. Philadelphia is 

both a city and a county within Pennsylvania, giving it exclusive municipality rights. The city covers about 

134 square miles and is the fifth-largest city in the country population of about 1.6 million people with an 

average income of $40,000 a year and has had numerous agencies and policies since the decentralization 

of its energy industry since the 20th century [6]. The city has become a service-based industry, departing 

from its industrial path, and leaving many of its industrial areas vacant, abandoned, or demolished to make 

way for the burgeoning development that the competitive areas of Philadelphia are expanding. 

The political structure of this city is centralized within the office of the mayor, giving the mayor extensive 

executive powers for the rest of the city, cut between departmental boards, independent boards, and 

independent commissions with specific roles and perspectives on energy sustainability within Philadelphia. 

The primary of which would be the Philadelphia Gas Authority, the Gas Commission, the City Planning 

Commission, the Philadelphia airport, and the school district of Philadelphia all play fundamental roles in 

the city's office of the mayor, with the city council's central role within the city as far as finance and raising 

capital for expenditures. The city has a series of budgets that all have specific purposes and places within 

the Philadelphia economy [7]-[9]. The three most important are the operating budget, the budget for the 

school district of Philadelphia,  and the capital budget for capital expenditures.  

The uniqueness of Philadelphia's energy policy in urban sustainable energy development creates 

questions that arise regarding the nature of state and local governments and the relation between multi-level 

government relationships that factor into the structure of energy policy in the city's energy market [10]. The 

energy industry often limits the number of regional specific actors that play a role in the Philadelphia energy 

market. The Philadelphia energy company in the Philadelphia gas works supplies over 80% of the city's 

electricity and gas power making them the largest political utility entity in the area. The Philadelphia Gas 
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Works are the largest municipal gas utility in the country and the individualistic municipality of the city 

allows for non-government entities to have a major role in how sustainable development [5]. The 

Philadelphia gas works are the largest municipal gas utility in the country and the individualistic 

municipality of the city allows for non-government entities to have a major role in how sustainable 

development occurs.  

Despite this, the city is already taken many measures to increase and incentivize the use of sustainable 

technology over the past 20 years. in 2008 the city released GreenWorks Philadelphia, a sustainability 

initiative that outlined the city's ambitions to become the country's greenest city. This framework outlined 

all the city's plans and goals for both climate change and urban sustainable energy development. This 

framework contains 15 target goals and 167 initiatives on how to build a more sustainable city the key five 

areas of interest are energy, environment, equity, economy, and engagement [5]. This framework was the 

first to begin the city cities interworking energy policy on a municipal and citywide level the framework 

focused on using financial powers, regulatory powers, pilot schemes, education, and community outreach 

to create a wide range of policy approaches to deal with the generation of renewable energy. The diaspora 

radical approach the city is taking to achieve energy policy has created a system where energy policy 

success is tantamount to the cooperation and incentive structures between departments city officials and 

non-governmental entities [10].  

3. Discussion  

The Philadelphia Electric Company (PECO) and the Philadelphia Gas Works (PGW) are the lead 

agencies and utility obstacles that the office of sustainability in the mayor's administration faces when 

trying to regulate energy policy. The city also must contend with the varying organizational structures 

around energy policy that have their interest in the Philadelphia alternative energy market. The overall 

market of energy within the area of sustainability planning is land use planning within the city and the 

rooted political economic cultural conditions that set up the Philadelphia market economy. The 

Philadelphia Solar Partnership,  the Energy Benchmarking Ordinance, the Nonprofit Philadelphia Energy 

Coordinating Agency, the Neighborhood Energy Center, the Energy Efficient Buildings Hub, and the 

Consortium for Building Energy Innovation are all players in the market to increase the city's urban 

sustainable energy capacity. 

Philadelphia's energy policy is also adherent to national energy initiatives The US Conference of 

Mayors Climate-protection Agreement in 2005 and the US involvement in the Kyoto Protocol treaty were 

used to lobby policies on a local, state, and federal level. Philadelphia constantly works in tandem with 

officials on the national level to recognize Philadelphia's progress in becoming a sustainably clean city. 

With all these actors and parties in play, there's no current mechanism for systemic energy policy within 

the city, leaving the city's energy future in the hands of whichever energy entity is dominating the area at 

the time. Currently, PECO and the PGW supply not just the city, but the greater Philadelphia area and 

most of southeastern Pennsylvania, holding energy and gas monopolies in the region. 

The programs and incentives only continue at the international level. Philadelphia has joined the C40 

cities climate leadership group, which is a coalition of cities across the world to share knowledge and 

development strategies and policies that increase alternative energy and decrease gas emissions. With this 

sharing of lessons and information and the ability to work in tandem with other nations for their energy 

policy in cohesion with the Obama administration, Philadelphia became a member of the Joint Initiative on 

Urban Sustainability, which is a public-private partnership between the US and Brazil to support 

investments on sustainable energy infrastructure in the city of Philadelphia also participates in the Carbon 
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Disclosure Cities Project, which implores cities to disclose their energy usage and their sustainable energy 

initiatives were taken within that year. 

4. Conclusions   

Philadelphia has taken numerous steps over the past decades to increase its presence essence and capacity 

for urban sustainable energy passing 100 laws, bills, ordinances, memorandums, initiatives, and 

organizations for the sole intent of the city's energy capacity and the research highlights the four key areas 

where Philadelphia's energy policy needs to focus on them before establishing itself as the international 

energy player. The role of the mayor, the ability of the city to increase its affordable energy development, 

provide energy capacity for the city's lowest-income residents, and the use of efficient building and 

development in the commercial sector on the local, state, and federal levels. 
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Abstract—Recently multistoried housing projects are 

accelerating in the capital of Bangladesh- Dhaka, to house its massive 

population. Insufficient background research leads to a building 

design trend where a single unit is designed and then multiplied all 

through the buildings. Therefore, although having identical design, 

all the units cannot perform evenly considering daylight, which also 

alters their household activities. This paper aims to understand if a 

single unit can be an optimum solution regarding daylight for a 

selected housing project.   
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    Abstract— The superconducting system is a suitable system for 

quantum computers. Quantum entanglement is a fundamental 

phenomenon that is key to the power of quantum computers. 

Quantum entanglement has been studied in different superconducting 

systems. In this paper, we are investigating a superconducting two-

qubit system as a macroscopic system. These systems include two 

coupled Quantronium circuits. We calculate quantum entanglement 

and thermalization for system evolution and compare them. We 

observe, thermalization and entanglement have different behavior and 

equilibrium thermal state has maximum entanglement. 

 

Keywords—macroscopic system, quantum entanglement, 

thermalization, superconducting system. 
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Model-Free Distributed Control of Dynamical

Systems

Javad Khazaei and Rick S. Blum

Abstract—Distributed control is an efficient and flexible approach
for coordination of multi-agent systems. One of the main challenges
in designing a distributed controller is identifying the governing
dynamics of the dynamical systems. Data-driven system identification
is currently undergoing a revolution. With the availability of high-
fidelity measurements and historical data, model-free identification of
dynamical systems can facilitate the control design without tedious
modeling of high-dimensional and/or nonlinear systems. This paper
develops a distributed control design using consensus theory for
linear and nonlinear dynamical systems using sparse identification
of system dynamics. Compared with existing consensus designs that
heavily rely on knowing the detailed system dynamics, the proposed
model-free design can accurately capture the dynamics of the system
with available measurements and input data and provide guaranteed
performance in consensus and tracking problems. Heterogeneous
damped oscillators are chosen as examples of dynamical system for
validation purposes.

Keywords— Consensus tracking, distributed control, model-free
control, sparse identification of dynamical systems.

I. INTRODUCTION

Data-driven modeling of dynamical systems has recently

been revolutionized with the advances on machine learning

approaches and unprecedented availability of high-resolution

data from historical records. Several approaches have been

introduced for capturing the dynamics of complex systems

including: (i) dynamic mode decomposition [1], [2], dynamic

mode decomposition with control [3], which heavily relies on

a linear dynamics assumption but can handle high-dimensional

data, (ii) Koopman operator with control [4], [5] that connects

dynamic mode decomposition to nonlinear dynamics through

the Koopman operator, (iii) genetic programming which con-

structs categories of candidate nonlinear functions for the

rate of change of state variables in time [6]. A model is

then selected as a Pareto optimal solution that provides a

balanced between model complexity and predictive accuracy.

(iv) Recently, a novel approach was developed to automatically

select from several candidate terms those terms which are most

suitable to describe the dynamics. This method is called sparse

identification of system dynamics (SINDY), and uses a sparse

regression technique from machine learning to identify domi-

nant dynamics of candidate functions, and has shown promise

in accurately modeling the unknown dynamics of complex

systems [7], [8]. One of the main advantages of SINDY

for control purposes is the sparsity technique that reduces

the training time and heavy reliance of neural-network-based

Javad Khazaei is an assistant professor in the electrical and computer
engineering (ECE) department at Lehigh University and Rick S. Blum is
a professor in the ECE department at Lehigh University, Bethlehem, PA.
(emails: khazaei@Lehigh.edu, & rblum@lehigh.edu).

approaches for identification and control which can be hard to

interpret. The proposed approach is fully interpretable based

on classical control theories. The application of SINDY for

capturing input-output models that are appropriate for control

design purposes was reported in [8], [9]. It was shown in [8]

that sparse identification can capture dynamics of feedback

control systems in nonlinear dynamics and its application to

model-predictive control of aircraft dynamics was reported in

[9]. While these studies show the significant improvement

in control design of unknown dynamics, the reported stud-

ies mainly focused on centralized control approaches that

might not be practical for large-scale systems with distributed

complex dynamics, i.e., transportation systems, power grids,

buildings.

Distributed control in this case has a few advantages over

conventional centralized approaches methods; first, system se-

curity, reliability, and scalability are improved [10], as no sin-

gle point of failure (central unit) exists. Second, computational

efforts are divided to many nodes instead of being performed

all at the central unit as in centralized mechanisms [10].

However, the application of model-free data-driven approaches

for distributed control of large-scale complex systems has not

been reported yet.

The goal of this paper is to investigate the application of

a sparse identification approach for distributed control design

of complex dynamics. Using the sparse regression technique,

input-output dynamics of the unknown heterogeneous dynam-

ical systems will be predicted. The learned dynamics can

then be used to design distributed cooperative controllers that

minimize the error between the desired and actual states.

The tracking control of dynamical systems using the sparse

identification technique will also be investigated. Contributions

of the paper are listed as:

• Designing a distributed controller with minimum commu-

nication requirements for damped oscillators using only

measurements

• Providing guaranteed stability of the designed consensus

tracking control problem

• Accurately identifying the dynamics of damped oscilla-

tors using sparse identification technique

The rest of the paper is organized as follows: Section II

formulates the sparse identification problem and Section III

includes the proposed distributed control design. Numerical

results are included in Section IV and Section V concludes

the paper.
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II. MODEL-FREE IDENTIFICATION OF DYNAMICAL

SYSTEMS

A robust approach in identifying the governing equations of

nonlinear/linear systems is to construct families of candidate

functions for the rate of change of state variables in time.

Among all candidate functions, since most dynamical systems

have few nonlinear terms in the dynamics, sparsity promoting

techniques can be used to identify the candidate functions

with most impact in forming the system dynamics using

available measurements. This method is called sparse identifi-

cation of nonlinear dynamics (SINDY), which was originally

proposed in [7]. SINDY combines symbolic regression and

sparse representation to come up with the dynamics of the

system. Symbolic regression is a machine learning approach

for determining a function relating the input to output using

available data. In this research, SINDY will be used to identify

governing dynamics of a dynamical system for distributed

control design purposes. In the following, an overview of

sparse identification technique is included.

The sparse identification relies on the fact that many dynamical

systems of the form ẋ = f(x, u) have relatively few terms in

the right hand side of their governing equations. Assume the

actual dynamics of a system is represented by:

d

dt
x(t) = ẋ(t) = f(x(t),u(t)) (1)

where x(t) = [x1(t) x2(t) . . . xn(t)] ∈ R
n is a vector of

states and u(t) ∈ R
n is a vector of controllable inputs. In

regression problems, only a few terms are important and sparse

feature selection can be used to identify the most dominant

terms representing the dynamics. To identify the governing

equations of the system in (1), a time-history of the state

vector x(t), input u(t), and ẋ(t) is required. In most practical

systems, only x(t) and u(t) are available and ẋ(t) needs to

be estimated from ẋ(t). If the measurement data is sampled

at m intervals t1, t2, . . . , tm and measurements are arranged

into a matrix X,

X =











x
T (t1)

x
T (t2)

...

x
T (tm)











=











x1(t1) x2(t1) . . . xn(t1)
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...
...

. . .
...

x1(tm) x2(tm) . . . xn(tm)
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







(2)

and inputs for tm samples are written into a matrix U,

U =











u
T (t1)

u
T (t2)

...

u
T (tm)











=











u1(t1) u2(t1) . . . un(t1)
u1(t2) u2(t2) . . . un(t2)

...
...

. . .
...

u1(tm) u2(tm) . . . un(tm)











(3)

the measurements for derivatives can be approximated numer-

ically from X following the procedure in the next section.

A. Savitzky-Golay Filtering

In [11], Savitzky-Golay developed a filter that is used to

smooth out a noisy signal. This is necessary before estimating

the derivatives of X. Savitzky-Golay filters are also called

digital smoothing polynomial filters or least-square smoothing

filters. The main advantage of these filters compared to other

filters (i.e., finite impulse response (FIR) filters) is their ability

to minimize the least-squares errors in fitting a polynomial to

frames of noisy data. The basic idea behind Savitzky-Golay

filter is that having a group of 2M + 1 samples of a signal

x[n], centered at n = 0, the coefficients of a polynomial p(n)
that minimizes the mean-squared approximation error for the

group of samples are obtained [12]. The polynomial is defined

as:

p(n) =

N
∑

k=0

akn
k (4)

and the coefficients ak are obtained to minimize the mean-

squared approximation error (MSE) expressed by [12]:

MSE =

M
∑

n=−M

(p(n)− x[n])2 (5)

where M is denoted as the half-width of the approximation

interval. Savitzky and Golay showed in [11] that during each

interval, the output obtained by sampling the fitted polynomial

is equivalent to a fixed linear combination of the local set

of input samples. This observation simplified the smoothing

process by the fact the the output samples can be computed

by a discrete convolution sum of the form [12]:

y[n] =

M
∑

m=−M

h[m] x[n−m] (6)

instead of differentiating (5) with respect to each of N + 1
unknown coefficients of the polynomial and setting the corre-

sponding derivative equal to zero. In this paper, the existing

Savitzky-Golay filter function of MATLAB is used to smooth

out the measurement samples X before estimating the deriva-

tives.

B. Estimating the Derivatives, Ẋ

Difference approximations are used to numerically solve

for the solution of ordinary and partial differential equations.

Considering a smooth function in the neighborhood of point

x, the derivatives can be approximated using Taylor series

expansion at specified mesh points. Since the central difference

approximation is more accurate for smooth functions, it is used

in our paper. In this case, Ẋ can be approximated by [13]:

Ẋ ≈
Xf (i+ 1)−Xf (i− 1)

2h
(7)

where Xf (i+1) is the filtered data at sample i+1 and h is the

mesh spacing, which is considered the same as the sampling

time of the simulation in this study, i.e., 5e−5 seconds.
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Θ(X,U) =









1 X U P2(X,U) P3(X,U) . . . sin(X,U) cos(X,U) sin(2(X,U)) . . .









(8)

C. Sparse Identification of System Dynamics

Having calculated Ẋ, the library of candidate functions will

be constructed as linear and nonlinear functions of the columns

of X and U. A typical choice of candidate functions include

polynomials and trigonometric functions for nonlinear systems

such as (8).

In (8), P2(X,U) and P3(X,U) denote nonlinear com-

bination of second- and third-order polynomials of X and

U columns, respectively. For example, for the second-order

polynomial, the candidate function P2(X,U) is expressed in

(9) as:

P2(X,U) =











x2

1
(t1) x1(t1)x2(t1) . . . x2

2
(t1) x1(t1)u1(t1) . . . u2

1
(t1) . . .

x2

1
(t2) x1(t2)x2(t2) . . . x2

2
(t2) x1(t2)u2(t2) . . . u2

2
(t2) . . .

...
...

. . .
...

. . .
... . . .

x2

1
(tm) x1(tm)x2(tm) . . . x2

2
(tm) x1(tm)u1(tm) . . . u2

1
(tm) . . .











(9)

The sparse coefficients of the matrix Γ can be solved using

the following equation [8]:

Ẋ = Θ(X,U)Γ, (10)

where each column of Γ represents a sparse vector of coeffi-

cients identifying which terms are active. The coefficients of Γ
can be found using the sparse regression formulation presented

in Algorithm 1. If the intent is to identify the signal U for

feedback control, i.e., U = G(s)X, where G(s) is the transfer

function of the controller, the matrix of inputs can be identified

using [8]:

U = Θ(X)Γu (11)

where Θ(X) is the matrix of candidate functions and the terms

corresponding to U have been removed from Θ(X), i.e., as in

(12). Γu can be found using the sparse regression algorithm

similar to Γ.

In summary, (10) predicts the dynamics of the system using

available measurements and then the predicted dynamics can

be used for control design purposes, which will be discussed

in the next section. An example of a two-dimensional con-

trolled damped harmonic oscillator with linear dynamics is

considered to validate the effectiveness of the sparse regression

algorithm in identifying the dynamics. The dynamic system is

represented by:

d

dt
ẋ = Aix+Biu =

[

−0.1 2
−2 −0.1

] [

x1

x2

]

+

[

1
0

]

u (13)

After learning the dynamics, the system with these dynamics

was first run for 25 seconds with a random input shown in

the third subplot in Fig. 1 and the model was trained for this

input. Dynamic response of x1 and x2 in response to this input

Algorithm 1 Sparse Regression Algorithm

Input: Measurements X,U
Input: Estimated derivativesẊ

1: procedure LEAST-SQUARE

2: Γ = Θ\Ẋ (least-square solution)

3: for k = 1 : 10 do (number of iterations)

4: Set λ (sparcification knob)

5: |Γ| < λ −→ indsmall

6: Γ(indsmall) −→ 0
7: for k = 1 : n do (n dimension of state X)

8: indbig 6= indsmall(:, k)
9: Γ(indbig, k) = Θ(:, indbig)\Ẋ(:, k)

10: end for

11: end for

Output: sparse matrix Γ

is depicted in the first two subplots in Fig. 1 and compared

to the actual model in (15), confirming a perfect prediction

of the regression model. The input then was changed from

25 to 50 seconds to a completely different type (sinusoidal)

Θ(X) =









1 X P2(X) P3(X) . . . sin(X) cos(X) sin(2X) . . .









(12)
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that the model was not trained for, as it can be observed, the

sparse identification results give accurate prediction of system

dynamics and inputs for this example.
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Fig. 1: Validation of sparse identification of a controlled

damped oscillator.

III. DISTRIBUTED CONTROL DESIGN

In this section, the distributed control design for multiple

dynamical systems with unknown dynamics is explored. This

is a practical problem in real-world applications and often the

exact dynamics of the dynamical system of interest are not

exactly known. Classical distributed control design requires

the detailed dynamics of each distributed unit in order to

guarantee the optimality and stability of the design. It is

interesting to investigate whether the learned dynamics using

sparse identification can directly be used to design distributed

controllers with good performance. The predicted dynamics

of the controlled undamped oscillator are used to design

a distributed controller that can synchronize the response

of controllable variables (i.e., x1 in this example) using a

consensus following protocol and track a global reference

using a consensus tracking protocol. The structure of the

proposed model-free distributed control design is depicted in

Fig. 2. Assuming there exits n damped oscillators with differ-

ent dynamics (heterogeneous), a sparse identification engine

can be dedicated to each dynamical system to identify its

dynamics using available measurements. Once the dynamics

are identified, a control input can be designed for the predicted

system using communications between the dynamical systems

(information sharing following a communication graph) and

the designed input is supplemented to the actual system with

unknown dynamics.

A. Graph Theory

To design consensus algorithms for damped oscillators,

multi-agent system (MAS) theory is implemented by con-

sidering each damped oscillator as an agent. Let us assume

an undirected graph G with its vertex set V and edge set E ,

for the communication system between dynamical systems.

In this notation, a vertex represents an agent and an edge

(k, j) ∈ E corresponds to the connection between agents

k and j. The neighboring set of agent k is denoted by

Nk , {j ∈ V : (k, j) ∈ E}. Furthermore, let akj denote

the kjth element of the adjacency matrix A of G, i.e. akj = 1
if (k, j) ∈ E and akj = 0 if (k, j) /∈ E . Then the degree

matrix of G is denoted by D = diag{dk}k=1,...,n, where

dk ,
∑

j∈Nk
akj . Consequently, the Laplacian matrix L

associated to G is defined by L = D −A.

B. Control Design

Using the relative state information xi ∈ R
n, the control

input ui ∈ R
k for the average consensus protocol is defined

as:

ui = K
∑

j∈Ni

aij(xj − xi) (14)

where K ∈ R
k×n is a control gain that can be designed in

the sense that all the states in the subsystem converge to the

same value asymptotically when:

K = BTP (15)

where B is the input matrix and P is a positive definite matrix

that satisfies:

ATP + PA− 2βPBBTP + ξPP +
η2
0

ξ
In < 0 (16)

where η = [ηT
1
, ηT

2
, . . . , ηTN ] and ηi = xi −

N
∑

j=1

rjxj (rj is

the left eigenvector of graph laplacian matrix) is the state

disagreement vector, ξ is any positive real number, and β =
min{λ1, . . . , λnλ

, α1, . . . , αnµ
} (λi are nλ real eigenvalues

of laplacian matrix, and αi ± βi are nµ complex eigenvalues

of laplacian matrix. In the above equation, η0 is defined as:

η0 = 2Nsing(T )sing(T−1) ‖r‖
2

(17)

where N = 1+ nλ + 2nµ and sing(T ) is the largest singular

value of a nonsingular matrix T satisfying T−1LT = J ,

where J includes a diagonal matrix with 0 as its first element

and other diagonal terms include the eigenvalues of laplacian

matrix as in (18):

J =

























0 . . . . . . . . . . . . . . . 0
0 λ1 . . . . . . . . . . . . 0

0 . . .
. . . . . . . . . . . . 0

0 . . . . . . λnλ
. . . . . . 0

0 . . . . . . . . . λ1 . . . 0
...

...
...

...
...

. . .
...

0 . . . . . . . . . . . . . . . λnµ

























(18)

The proof for the above conditions can be found in [14]. If

the objective is to design a consensus tracking problem so

that state xi of the dynamical system tracks a reference x0,

the input can be designed as:

ui = K
∑

j∈Ni

aaj(xj − xi)−K0a0i(x0 − xi) (19)
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Fig. 2: Structure of the proposed model-free distributed control.

where a0i denotes the adjacency element between the leader

(one of the agents that receive reference information and shares

with its neighbors) and other agents (followers), which is 1 if

there is a connection between agent i and the leader (agent

0), and is 0 otherwise. The gain K0 can be designed similar

to gain K. The above input supplemented to the dynamical

system guarantees the error between state xi and reference x0

will approach zero, i.e., xi −→ x0.

IV. CASE STUDIES

To validate the effectiveness of the proposed model-free

distributed control, three controlled damped oscillators have

been considered. The actual but assumed unknown dynamics

of the heterogeneous oscillators are governed by their state

matrices in the following:

A1 =

[

−0.1 2
−2 −0.1

]

, B1 =

[

1
0

]

(20)

A2 =

[

−0.2 3
−2 −0.41

]

, B2 =

[

1
0

]

(21)

A3 =

[

−0.15 1
−1 −0.21

]

, B3 =

[

1
0

]

(22)

First, each heterogeneous oscillator is supplemented with a

sparse identification model that received its measurements and

identifies the governing dynamics. For Θ(X,U), polynomials

up to degree 3 are considered as in (23). The resulting Γi

matrices for these heterogeneous oscillators are listed in Table

I. Once the dynamics of the oscillators are identified, the

distributed controllers are designed in two case studies using

the ideas in Section II.

TABLE I: Performance measures of the proposed optimization

model.

−

Row Γ1 Γ2 Γ3

Row 1 [0 0] [0 0] [0 0]

Row 2 [-0.149 1.997] [-0.32 2.99] [-0.147 0.997]

Row 3 [-1.939 -0.11] [-1.88 -0.412] [-1.012 -0.176]

Row 4 [1.043 0] [1.029 0] [0.995 0]

Rows 5-13 [0 0] [0 0] [0 0]

Fig. 3 depicts the simulation results for distributed control

of heterogeneous damped oscillators, where the left subplots

depict the control design performance (convergence to desired

values) on the actual systems (physical models) and the sub-

plots on the right illustrate the control design on the predicted

sparse identification dynamics. The first subplots on the top

depict the dynamics of state 1 (x1) for these three oscillators

when no controller is supplemented to the system. Due to

the heterogeneity of the dynamical systems, the responses of

these systems show different settling time and overshoots (due

to various initial conditions), but they all stabilize at their

equilibrium point (0) eventually. It can also be confirmed

Θ(X,U) =
[

1 x1 x2 u x1
2

x1x2 x2
2

x1
3

x1
2
x2 x1x2

2
x2

3
x1u x2u

]

(23)
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Fig. 3: Comparison between the distributed control design on the actual dynamics of damped oscillators (left) and predicted

dynamics using sparse identification (right).

that the learned dynamics exactly match with the physical

dynamics of the systems, denoting a successful identification

of system dynamics. Subplots in the middle demonstrate the

effectiveness of consensus following protocol in synchronizing

these damped oscillators. Due to the implementation of the

consensus protocol in (14), all damped oscillators reach to

their equilibrium at the same settling time and frequencies.

It can also be confirmed that the learned dynamics (left

subplot) exactly matches the distributed control design on the

physical dynamics. Finally, the consensus tracking protocol

was supplemented to the system by enabling oscillator 1 to

be leader with a setpoint of x0 = 1. As a result of the

consensus tracking protocol in (19), all the units will track

the same reference and the equilibrium point of all damped

oscillators changes to 1 (reference) confirming a successful

tracking control design. It is noted that the consensus design on

learned dynamics (right subplots) perfectly matches with the

design on the physical system without knowing the dynamics

of the physical system. The results suggest a potential for

implementation of distributed controllers for more complex

cyber-physical systems, i.e. robots, air crafts, and buildings,

without complex modeling procedures.

V. CONCLUSION

In this paper, a model-free distributed control design of

dynamical systems was studied. Using sparse identification of

system dynamics with control along with available measure-

ments, dynamics of the system were predicted with candidate

polynomial functions. The learned dynamics were then used

to design a distributed controller for consensus tracking and

following problems. The proposed research demonstrates the

effectiveness of the sparse identification technique for dis-

tributed control design of linear and nonlinear systems. Such

formulation can significantly enhance the control design issue

of complex dynamical systems. Future research will focus on

the application of distributed consensus design using sparse

identification technique in smart grid applications.
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Abstract— Canine and human melanoma, osteosarcoma (OSA), 

and mammary carcinomas are aggressive tumors with common 

characteristics making dogs a good model for comparative 

oncology. Novel therapeutic strategies against these tumors could be 

useful to both species. In humans, chondroitin sulphate proteoglycan 

4 (CSPG4) is a marker involved in tumor progression and could be 

a candidate target for immunotherapy. The anti-CSPG4 DNA 

electrovaccination has shown to be an effective approach for canine 

malignant melanoma (CMM) [1]. An immunohistochemistry 

evaluation of CSPG4 expression in tumour tissue is generally 

performed prior to electrovaccination. To assess the possibility to 

perform a rapid molecular evaluation and in order to validate these 

spontaneous canine tumors as the model for human studies, we 

investigate the CSPG4 gene expression by RT qPCR in CMM, OSA, 

and canine mammary tumors (CMT). The total RNA was extracted 

from RNAlater stored tissue samples (CMM n=16; OSA n=13; 

CMT n=6; five paired normal tissues for CMM, five paired normal 

tissues for OSA and one paired normal tissue for CMT), retro-

transcribed and then analyzed by duplex RT-qPCR using two 

different TaqMan assays for the target gene CSPG4 and the internal 

reference gene (RG) Ribosomal Protein S19 (RPS19). RPS19 was 

selected from a panel of 9 candidate RGs, according to NormFinder 

analysis following the protocol already described [2]. Relative 

expression was analyzed by CFX Maestro™ Software. Student t-test 

and ANOVA were performed (significance set at P<0.05). Results 

showed that gene expression of CSPG4 in OSA tissues is 

significantly increased by 3-4 folds when compared to controls. In 

CMT, gene expression of the target was increased from 1.5 to 19.9 

folds. In melanoma, although an increasing trend was observed, no 

significant differences between the two groups were highlighted. 

Immunohistochemistry analysis of the two cancer types showed that 

the expression of CSPG4 within CMM is concentrated in isles of 

cells compared to OSA, where the distribution of positive cells is 

homogeneous. This evidence could explain the differences in gene 

expression results.CSPG4 immunohistochemistry evaluation in 

mammary carcinoma is in progress. The evidence of CSPG4 

expression in a different type of canine tumors opens the way to the 

possibility of extending the CSPG4 immunotherapy marker in 

CMM, OSA, and CMT and may have an impact to translate this 

strategy modality to human oncology. 
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Abstract— Fucoidans are complex, fucose-rich sulfated polymers discovered in brown seaweeds. 

Fucoidans are popular around the world, particularly in the nutraceutical and pharmaceutical industries, 

due to their promising medicinal properties. Fucoidans have been shown to have a variety of biological 

activities, including anti-inflammatory effects. They are known to inhibit inflammatory processes 

through a variety of mechanisms, including enzyme inhibition and selectin blockade. Inflammation is 

a part of the complicated biological response of living systems to damaging stimuli, and it plays a role 

in the pathogenesis of a variety of disorders, including arthritis, inflammatory bowel disease, cancer, 

and allergies. 

In the current investigation, various fucoidan extracts from Undaria pinnatifida, Fucus vesiculosus, 

Macrocystis pyrifera, Ascophyllum nodosum, and Laminaria japonica were assessed for inhibition of 

pro-inflammatory cytokine production (TNF-α, IL-1β, and IL-6) in LPS induced human macrophage 

cell line (THP-1) and human peripheral blood mononuclear cells (PBMCs). Furthermore, we also 

sought to catalogue these extracts based on their anti-inflammatory effects in the current in-vitro cell 

model. 

Materials and methods 

To assess the cytotoxicity of fucoidan extracts, MTT (3-[4,5-dimethylthiazol-2-yl]-2,5, -

diphenyltetrazolium bromide) cell viability assay was performed. Furthermore, a dose-response for 

fucoidan extracts was performed in LPS induced THP-1 cells and PBMCs after pre-treatment for 24 

hours and levels of TNF-α, IL-1β, and IL-6 cytokines were measured using Enzyme-Linked 

Immunosorbent Assay (ELISA). 

Results 

The MTT cell viability assay demonstrated that fucoidan extracts exhibited no evidence of cytotoxicity 

in THP-1 cells or PBMCs after 48 hours of incubation. The results of the sandwich ELISA revealed 

that all fucoidan extracts suppressed cytokine production in LPS-stimulated PBMCs and human THP-

1 cells in a dose-dependent manner. Notably, at lower concentrations, the lower molecular fucoidan (5-

30 kDa) extract from Macrocystis pyrifera was a highly efficient inhibitor of pro-inflammatory 

cytokines. Fucoidan extracts from all species including Undaria pinnatifida, Fucus vesiculosus, 

Macrocystis pyrifera, Ascophyllum nodosum, and Laminaria japonica exhibited significant anti-

inflammatory effects. These findings on several fucoidan extracts provide insight into strategies for 

improving their efficacy against inflammation-related diseases. 

Conclusion  

In the current research, we have successfully catalogued several fucoidan extracts based on their 

efficiency in LPS-induced macrophages and PBMCs in downregulating the key pro-inflammatory 

cytokines (TNF-, IL-1, and IL-6), which are prospective targets in human inflammatory illnesses. 

Further research would provide more information on the mechanism of action, allowing it to be tested 

for therapeutic purposes as an anti-inflammatory medication. 
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Abstract—In recent decades, the scientific community has 

recognized the growing importance of prebiotics, and therefore, 
numerous studies are focused on their economical production due to 
their low presence in natural resources. It has been confirmed that 
prebiotics are a source of energy for probiotics in the gastrointestinal 
tract (GIT) and enable their proliferation, consequently leading to the 
normal functioning of the intestinal microbiota. Also, products of 
their fermentation are short-chain fatty acids (SCFA), which play a 
key role in maintaining and improving the health not only of the GIT 
but also of the whole organism. Among several confirmed prebiotics, 
fructo-oligosaccharides (FOS) are considered interesting candidates 
for use in a wide range of products in the food industry. They are 
characterized as low-calorie and non-cariogenic substances that 
represent an adequate sugar substitute and can be considered suitable 
for use in products intended for diabetics. The subject of this research 
will be the production of FOS by transforming sucrose using a 
fructosyltransferase (FTase) present in commercial preparation 
Pectinex® Ultra SP-L, with special emphasis on the development of 
adequate FTase immobilization method that would enable selective 
isolation of the enzyme responsible for the synthesis of FOS from the 
complex enzymatic mixture. This would lead to considerable enzyme 
purification and allow its direct incorporation into different sucrose-
based products, without the fear that action of the other hydrolytic 
enzymes may adversely affect the products functional characteristics. 
Accordingly, the possibility of selective immobilization of the 
enzyme using support with primary amino groups, Purolite® A109, 
which was previously activated and modified using glutaraldehyde 
(GA), was investigated. In the initial phase of the research, the effects 
of individual immobilization parameters such as pH, enzyme 
concentration and immobilization time were investigated to optimize 
the process using support chemically activated with 15% and 0.5% 
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GA to form dimers and monomers, respectively. It was determined 
that highly active immobilized preparations (371.8 IU/g of support - 
dimer and 213.8 IU/g of support – monomer) were achieved under 
acidic conditions (pH 4) provided that an enzyme concentration was 
50 mg/g of support after 7 h and 3 h, respectively. Bearing in mind 
the obtained results of the expressed activity, it is noticeable that the 
formation of dimers showed higher reactivity compared to the form 
of monomers. Also, in the case of support modification using 15% 
GA, the value of the ratio of FTase and pectinase (as dominant 
enzyme mixture component) activity immobilization yields was 
16.45, indicating the high feasibility of selective immobilization of 
FTase on modified polystyrene resin. After obtaining immobilized 
preparations of satisfactory features, they were tested in a reaction of 
FOS synthesis under determined optimal conditions. The maximum 
FOS yields of approximately 50% of total carbohydrates in the 
reaction mixture were recorded after 21 h. Finally, it can be 
concluded that the examined immobilization method yielded highly 
active, stable and more importantly refined enzyme preparation that 
can be further utilized on a larger scale for development of continual 
processes for FOS synthesis, as well as for modification of different 
sucrose-based mediums. 
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Abstract—One of the fundamental requirements for overall 

human well-being is a stable and balanced microbiome. Aside from 
the microorganisms that reside within the body, a large number of 
microorganisms, especially bacteria, swarming the human skin are in 
homeostasis with the host and represent a skin microbiota. Even 
though the immune system of the skin is capable of distinguishing 
between commensal and potentially harmful transient bacteria, the 
cutaneous microbial balance can be disrupted under certain 
circumstances. In that case, reduction in the skin microbiota diversity, 
as well as changes in metabolic activity, result in dermal infections 
and inflammation. Probiotics and prebiotics have the potential to play 
a significant role in the treatment of these skin disorders. The most 
common resident bacteria found on the skin, Staphylococcus 

epidermidis, can act as a potential skin probiotic, contributing to the 
protection of healthy skin from pathogen colonization, such as 
Staphylococcus aureus, which is related to atopic dermatitis 
exacerbation. However, as it is difficult to meet regulations in 
cosmetic products, another therapy approach could be topical 
prebiotic supplementation of the skin microbiota. In recent research, 
polyphenols are attracting scientists' interest as biomolecules with 
possible prebiotic effects on the skin microbiota. This research aimed 
to determine how herbal extracts rich in different polyphenolic 
compounds (lemon balm, St. John's wort, coltsfoot, pine needle and 
yarrow) affected the growth of S. epidermidis and S. aureus. The first 
part of the study involved screening of plants to determine if they 
could be regarded as probable candidates to be skin prebiotics. The 
effect of each plant on bacterial growth was examined by 
supplementing the nutrient medium with their extracts and comparing 
it with control samples (without extract). The results obtained after 
24 h of incubation showed that all tested extracts influenced the 
growth of the examined bacteria to some extent. Since lemon balm 
and St. John's wort extracts displayed bactericidal activity against S. 

epidermidis, whereas coltsfoot inhibited both bacteria equally, they 
were not explored further. On the other hand, pine needle and yarrow 
extract led to an increase in S. epidermidis/S. aureus ratio, making 
them prospective candidates to be used as skin prebiotics. By 
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examining the prebiotic effect of two extracts at different 
concentrations, it was revealed that, in the case of yarrow, 0.1% of 
extract dry matter in the fermentation medium was optimal, while for 
the pine needle extract, a concentration of 0.05% was preferred, since 
it selectively stimulated S. epidermidis growth and inhibited S. 

aureus proliferation. Additionally, total polyphenols and flavonoids 
content of two extracts were determined, revealing different 
concentrations and polyphenol profiles. Since yarrow and pine 
extracts affected the growth of skin bacteria in a dose-dependent 
manner, by carefully selecting the quantities of these extracts, 
and thus polyphenols content, it is possible to achieve desirable 
alterations of skin microbiota composition, which may be suitable for 

the treatment of atopic dermatitis. 
 

   Keywords—Herbal extracts, polyphenols, skin microbiota, skin 
prebiotics. 
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Abstract— On September 11, 2001, two hijacked planes crashed 

into the World Trade Center, tumbling the Twin Towers and 

shocking the world to a halt. Nearly two decades have passed since 

the attacks, yet the consequences of this acute trauma are chronic 

and extend well beyond Ground Zero. The surge in anti-Muslim 

sentiment, the subsequent terror attacks in several major European 

cities, the European migrant crisis of the mid-2010s, the current rise 

of nationalist, populist movements around the world, and even the 

opioid crisis and air of fear, anxiety, and xenophobia that pervades 

much of contemporary western society can be credibly linked to the 

events of 9/11.  

 

The very nature of trauma is to shatter the existing order—and 

indeed, 9/11 was an order-shattering event for much of the world. It 

therefore stands to reason that literature, which captures in language 

and character truths about what it means to be human, must reckon 

with this trauma.   

 

This paper investigates portrayals of gender, representations of 

trauma, and invocations of cultural memory in the post-9/11 works 

The Road by Cormac McCarthy, Extremely Loud and Incredibly 

Close by Jonathan Safran Foer, and The Kite Runner by Khaled 

Hosseini. Taking these novels as a case study, this paper asks: What 

senses has post-9/11 literature made of the attacks and their 

aftermath? More specifically, what is the relationship between 

shared trauma, gender, and cultural memory in literature after this 

event—particularly in books like these, which are not about the 

attacks, per se, but which nonetheless conjure their aftermath? 

Drawing on discourse analysis and pluralistic theories of trauma, I 

critically interrogate the rhetorical tools and techniques McCarthy, 

Foer, and Hosseini use to narrate trauma and its aftereffects. In so 

doing, I contribute to the vital conversation of what it means to read, 

write, and live in a post-9/11 world. 

 

Keywords— trauma, literature, gender, memory, McCarthy, 
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Abstract— The main aim of this research is to explore existing 

methodologies for artists’ labour force and create artists’ socio-

economic and creative conditions an assessment model. Artists have 

a dual aims in their creative working process: 1) income, and 2) 

artistic self-expression. The valuation of their conditions takes into 

consideration both sides: the factors related to income and the 

satisfaction for creative process and its result. The problem addressed 

in the study: tangible and intangible artists' criteria used for 

assessments creativity conditions. 

The proposed model includes objective factors (working time, 

income, etc.) and subjective factors (salary covering essential needs, 

self-satisfaction). Other intangible indicators taken into account : the 

impact on the common culture, social values, and the possibility to 

receive awards, to represent the country in the international market. 

The empirical model consists of 59 separate indicators, grouped into 

eight categories. The deviation of each indicator from the general 

evaluation allows identifying the strongest and the weakest 

components of artists’ conditions.  

 

Keywords—artists condition, artistic labor force, cultural 
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Abstract—The Territory of Namibia was entrusted to South Africa 

as a Mandate under the League of Nations Covenant. After the 

dissolution of the League of Nations and the commencement of United 

Nations operations, South Africa's conception of its legal obligations 

under the mandate varied from those of other members of the United 

Nations. Because of that, the General Assembly requested the 

International Court of Justice for an Advisory Opinion on the 

international obligations of South Africa arising therefrom. The 

International Court of Justice declared that South West Africa was still 

a mandatory territory under the Covenant of the League of Nations. It 

also held that South Africa continued to transmit petitions from 

inhabitants of the territory, the supervisory functions to be exercised 

by the United Nations, to which the annual reports and the petitions 

were to be submitted. Subject to this judgement, the question of South 

West Africa remained a dispute relating to the mandate brought before 

the International Court of Justice against South Africa. The 

International Court of Justice and South Africa dispute reflected the 

nature of the Namibian inhabitants’ appeal for recognition at the 

United Nations. This paper explores the Namibian inhabitants’ appeals 

for recognition at the United Nations. It adopts qualitative research 

design and utilises secondary and primary data, to describe the nature 

of those appeals. The paper will shed light on the patterns followed by 

Namibians in their attempts to end South Africa’s administration of the 

Territory. 

 
Keywords—International Court of Justice, Namibia, Petitions, 

United Nations. 

I. INTRODUCTION 

NHABITANTS of Namibia (formerly South West Africa) 

decided upon the establishment of the United Nations (UN) 

to craft a solution to end South Africa’s administration of the 

territory, especially the apartheid policies. One workable 

solution to end South Africa’s ruling was to petition the UN. 

This paper explores the nature of Namibian inhabitants’ appeals 

for recognition at the UN from 1947-1962. It adopts qualitative 

research design and utilises secondary and primary data to 

describe the nature of those appeals. Divided into five parts, the 

first section introduces the subject. The second section concerns 

petition by Reverend Michael Scott on behalf of the Namibians 

at the UN. The third concerns petitions by indigenous 

Namibians at the UN. The fourth section relates to the petitions 

by Namibian national liberation movements at the UN— South 

West Africa National Union (SWANU); South West Africa 

People’s Organisation (SWAPO); and South West African 

United National Independence Organisation (SWAUNIO). The 

last and the final section concludes the paper.  
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II. REVEREND MICHAEL SCOTT’S PETITION 

The British Anglican missionary, Reverend Michael Scott 

presented the first petition to the UN on behalf of inhabitants of 

South West Africa in 1947. Scott was deputized by the Herero 

and Nama tribes to address the General Assembly on their 

behalf [1]. He requested to be heard by the Fourth Committee 

of the General Assembly in New York on 4 October 1949. Scott 

submitted a series of communications, statements and a petition 

from representatives of various tribes in South West Africa, to 

the UN Secretary-General, Trygve Halvdan Lie [2].  

During the Committee discussion concerning Scott’s request, 

an issue arose as to whether native inhabitants from Namibia 

should be provided the privilege of presenting their grievances 

before the Fourth Committee. The Committee’s response was 

affirmative, despite South African opposition [3].  

Scott’s request was supported by the UN Association of the 

United Kingdom, the World Federation of the UN Associations, 

the Anti-Slavery Society of England and the International 

League for the Rights of Man [4]. The General Assembly 

appointed a sub-committee comprised delegates from 

Colombia, the Dominican Republic, Egypt, India, Poland and 

the United States of America, appointed to verify his 

credentials. The delegates met on 25 November 1949 and 

agreed unanimously that Scott’s credentials were in order and 

that he should be provided full faith and credit [5]. 

Scott took his place at the Fourth Committee on 26 

November 1949. He appealed to the Committee to consider the 

following proposals from the Herero and Berg (mountain) 

Damara that: (a) an opportunity should be provided to these 

African people to state their case directly to the UN (or before 

a Commission appointed specially for that purpose); (b) no final 

decision regarding Namibians should be reached until the 

petitioners were provided an opportunity to express their views 

through nominated spokespersons; (c) their territories should be 

returned to them; and (d) their territory must be brought under 

the UN Trusteeship System [6].  

Based on Scott’s statement, the Committee adopted a 

resolution at its 140th meeting on 6 December 1949, 

proclaiming the desirability of obtaining an advisory opinion 

from the International Court of Justice (ICJ) on the international 

status of Namibia. The ICJ provided its advisory opinion on 11 

July 1950, judging that whilst South Africa was not obliged to 

govern Namibia as a trust territory, it was legally required to 

submit annual reports and transmit petitions to the UN, 

observing the terms of the mandate. This resulted in the Fourth 

Namibian Inhabitants’ Appeals for Recognition at the 

United Nations, 1947-1962 
Seane Mabitsela 
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Committee requesting more submissions from Scott [7]. 

In the closing months of 1950, the Fourth Committee 

received, through the Secretary-General, correspondences from 

Reverend Scott, Hosea Kutako and David Witbooi, the 

Unitarian Fellowship for Social Justice in Los Angeles, and 

from the African National Congress (ANC) of South Africa [8].  

The circulation of those documents resulted in an extended 

debate within the Fourth Committee. For example, South Africa 

expressed its strong objections to their circulation, arguing that 

the documents originated from private individuals; and that the 

Committee presented the ICJ’s opinion. Accordingly, it was 

difficult to see how Michael Scott, or any other private 

individual could assist the Committee in considering their 

opinion [9]. 

On 13 December 1950, the General Assembly adopted a 

resolution based on the requests contained in Scott’s 

correspondence. It appointed an Ad Hoc Committee of Five UN 

member states to contemplate petitions concerning matters 

pertaining Namibia. The report of the Ad hoc Committee was 

considered by the Fourth Committee during December 1951 to 

January 1952. Subsequently, the Fourth Committee invited 

Scott to represent Hosea Kutako, Nikanor Hoveka, Theophilus 

Katjiuongua and David Witbooi (representing the Herero, 

Nama and Berg and Damara tribe respectively) in the 

Committee, again on 8 December 1951. His address concerned 

issues such as racism, governance and administration in 

Namibia; trusteeship and international accountability; the 

possibility of a visit by the UN Commission to Namibia; and 

the international status of the territory [10].  

Scott, further, resumed his address to the Fourth Committee 

on 12 January 1952. He affirmed that the UN was uninformed 

regarding Namibia’s concerns; and reiterated his request, that 

the Ad Hoc Committee on the territory be referred to re-

examine the situation concerning the region. Based on his 

statements, the Fourth Committee adopted a resolution 

concerning Namibia, on 17 January 1952. This adoption 

resulted in a further convening for submissions of Scott’s verbal 

requests for hearings [11].  

On 16 December 1952, the Fourth Committee received three 

letters from Scott justifying his interest on the Namibian issue. 

He offered a verbal submission in his communications, after 

which, the Committee approved the request for discussing the 

item. The discussion was, however, postponed after a decision 

within the Committee which agreed to constitute an Ad Hoc 

Committee concerning Namibia whose purpose was to examine 

petitions in accordance with the League of Nations mandates’ 

procedure [12].  

The discussion on submission of verbal hearings was 

reopened in the Fourth Committee in November 1955. Scott 

appeared with a statement prior to the Committee meetings 

expressing concerns regarding the hopes amongst the Herero 

inhabitants. He indicated that the UN would rescue them from 

their vile living conditions; and requested that responses be 

directed to him by committee members at its meeting on 11 

November 1955 [13]. The Fourth Committee, thereafter, 

transferred Scott’s statement for investigation to the Committee 

concerning South West Africa. This would include providing 

appropriate attention to Scott’s recommendation and matters 

raised regarding the situation in South West Africa [14].  

III. PETITIONS BY INDIGENOUS SOUTH WEST AFRICAN 

INHABITANTS TO THE UN 

Mburumba Kerina 

During 1955, Mburumba Kerina, a South West African 

citizen studying at the Lincoln University in the United States 

of America, joined Michael Scott in petitioning the UN. Kerina 

was requested by Chief Hosea Kutako to act on behalf of 

Namibia at the General Assembly [15]. Kerina corresponded 

with the Chairperson of the Fourth Committee, Luciano 

Joublang-Rivas (of Mexico) twice in September 1955, 

requesting an opportunity for granting a verbal statement at the 

UN’s meeting [16]. His request was supported by Jariretundu 

Kozonguizi, chairperson of Organising Committee of the 

Student Body of Namibian Cape Town [17]. 

On 3 December 1955, following Kerina’s request for a verbal 

hearing, the General Assembly, acting on recommendation of 

the Fourth Committee, adopted Resolution 942 (X), requesting 

an opinion from the ICJ concerning whether a South West 

African native could petition the UN directly. The Court 

delivered a ruling on the matter on 1 June 1956, stating that 

granting of a verbal hearing would be legally permissible [18]. 

Consequently, Kerina appeared before the Fourth Committee 

on 7 December 1956. He communicated the circumstances of 

his departure from South West Africa; how he was compelled 

to falsely declare himself a ‘Cape Mulatto’ to obtain a passport; 

how he was warned that the US was a communist country 

(because it expounded the principle of racial equality); and that 

if he would preach any such doctrine upon his return (or talk 

about the mistreatment of Africans, whilst abroad), he would be 

shot [19]. 

Kerina appeared again before the Fourth Committee at its 

meeting on 26 September 1957, on behalf of Andimba Toivo Ja 

Toivo of the Ovamboland People’s Congress (OPO), Selma 

Shoombe, and other Ovambos [20]. Acting based on Kerina’s 

latest statement, the Committee adopted a resolution 

establishing a committee (Good Offices Committee) on 25 

October 1957. Comprising United States of America, the 

United Kingdom and Ethiopia, the Committee was mandated to 

negotiate with the Union Government regarding acceptable 

ways of resolving South West African impasse [21].  

Together with the Committee concerning South West Africa, 

the Good Offices Committee granted Kerina a hearing on 6 

October 1958. Kerina stated before the two Committees that the 

Namibians had for the last seven years, earnestly hoped in vain 

that South Africa as a member of the UN would be persuaded 

to place their country under the UN Trusteeship System as 

required by the Charter [22]. Immediately, his mission garnered 

attention of world bodies for the OPO, upon which its leader, 

Andimba Toivo Ja Toivo was returned from Cape Town to 

Namibia [23]. 

Fanuel Jariretundu Kozonguizi 

In 1959, Jariretundu Kozonguizi joined Kerina and Scott in 
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petitioning the UN. Kozonguizi was a member of the Herero 

Chiefs’ Council. He was delegated by Chief Kutako to serve as 

a permanent petitioner at the UN. In 1957, Kozonguizi was 

denied a passport while he was a student at the Union of South 

Africa, for no reason. The refusal to grant him a passport had 

occurred after the Fourth Committee announced its twelfth 

session that it was willing to grant him a hearing [24].  

On 10 December 1957, the Fourth Committee referred 

Konzonguizi’s failed passport application to the Committee 

concerning South West Africa for consideration. Kozonguizi 

requested to be heard by the Committee in April 1959. He was 

supported by Hosea Kutako and Johannes Dausab [25].  

The Committee for South West Africa granted his request 

and Kozonguizi addressed it, on 1 May 1959. He appealed to 

the UN to rescue inhabitants of Namibia from South African 

rule and emphasised that the Windhoek location would create 

an explosive situation in Namibia; and requested the UN to 

grant him a further hearing at a later session in the year where 

he would provide a detailed account on the conditions in 

Namibia; and expressed his desire to provide a full report on 

developments in South West Africa [26]. Thereafter, the 

Committee concerning South West Africa provided Kozonguizi 

with a further hearing during the examination of conditions in 

Namibia, for which the date was set for 5 July 1959. But he was 

unable to appear before the Committee. Kozonguizi’s mission, 

however, steadily moved the centre of the struggle around the 

future of Namibia, from the UN to the territory because 

individuals commenced to organise their strength and to 

prepare for the quarrel that was initiated at Lake Successes, 

New York some years back [27]. 

Hans Beukes 

Hans Beukes was the third non-White citizen from Namibia 

to address the General Assembly. Beukes arrived as a petitioner 

at the UN in summer 1959. He was a Coloured man from the 

Rehoboth Community, chosen amongst the non-White students 

in South African universities, to resume a three-year 

scholarship programme at the University of Oslo in Norway. 

Beukes received a passport and was about to embark for 

Norway when his passport was withdrawn. His passport was 

withdrawn because he wanted to come and give evidence at the 

UN [28].  

Beukes requested to heard by the Committee concerning 

South West Africa on 15 July 1959, of which the Committee 

granted at its 103rd meeting. He could not, however, address 

the Committee as arranged because of a scheduling clash [50]. 

But Beukes still depicted a petition, further reflecting on social, 

economic and educational conditions in Namibia. In the 

petition, he also described the circumstances leading to the 

withdrawal of his passport. He then appealed to the UN to 

consider assisting him to use the opportunity to study in Oslo 

[29].  

On 11 October 1959, the Committee for South West Africa 

approved a draft resolution based on Beukes. By this resolution, 

the Committee articulated that the withholding or withdrawal 

of a passport from a qualified South West African student was 

not only a direct interference in the educational and general 

advancement of an individual, but a hindrance to the 

educational development of the territory. It, therefore, 

requested the South African Government to withdraw the 

decision [30].  

Beukes’ mission (his petition) significantly captured the 

attention of activists concerning the conditions in Namibia 

globally and threatened South Africa’s relations with the UN, 

Great Britain and the United States of America [31]. 

Sam Nujoma 

Sam Nujoma joined other petitioners from Namibia at the 

UN in 1960. He was the President of the OPO. Nujoma escaped 

from Namibia into exile after being arrested three times at 

Windhoek after the December 1959 disturbances among 

residents of the Old Windhoek Location. He was instructed by 

the OPO to escape to the UN as a representative of the Ovambo 

tribe in Namibia [32].  

Nujoma requested to be heard by the Committee on South 

West Africa while in Accra, on 6 May 1960. His request was 

supported by Louis Nelengani, the Vice-President of the OPO, 

and submitted to the Committee by Oliver Tambo of the ANC 

of South Africa [33]. The Committee granted his hearing at its 

128th meeting of which the date for that was arranged for 5 July 

1960. Nujoma appeared before the Committee at its meetings 

on 8 and 11 July 1960. He stated before the Committee that 

about 200 location residents (including himself) had been 

deported from Windhoek, following the 1959 disturbances in 

the area [34]. The Committee, thereafter, adopted a draft 

resolution, noting (with a deep concern) the action taken by the 

police and soldiers against residents of the location which had 

resulted in several residents being killed or injured. It, therefore, 

considered the police and soldiers’ action as contrary to the 

mandate system of the League of Nations, the Charter of the 

UN, and the Universal Declaration of Human Rights [35]. 

Nujoma pressed for the submission of more verbal hearings 

to the South West Africa Committee, and informed it that the 

South Africa Government had intensified its repressive actions 

against inhabitants of Namibia since his last appearance before 

that Committee on 11 July 1960. He requested an urgent 

hearing which the Committee approved on 10 August [36]. 

Consequently, Nujoma appeared before the Committee for 

South West Africa on 11 August 1960 and responded to 

questions addressed to him by members of the Committee the 

following day. Nujoma argued that the territory’s inhabitants 

wanted South Africa removed from Namibia, to be replaced by 

the UN trusteeship over the area, to ensure the territory’s 

preparation for self-determination and self-rule; urged the UN 

to station a UN Commission, or a similar body in Namibia; and 

appealed to the body for further technical assistance for the 

territory [37].  

Based on Nujoma’s statement, the Committee for South West 

Africa approved the recommendation by the General Assembly, 

presenting a draft resolution on the status and conditions in 

Namibia. It covered the so-called ‘Native’ reserves; the 

imprisonment of political leaders, particularly Toivo Ja Toivo; 

the return of the Hereros from exile in Bechuanaland; and 

scholarships for students [38].  
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Nujoma’s mission at the UN shifted the observation of the 

world body regarding the prevailing conditions in Namibia—

thereby making the situation in the territory a threat to global 

peace and security [39]. 

Reverend Markus Kooper 

In May 1961, the Reverend Markus Kooper, a pastor of the 

African Methodist Episcopal Church (AME) at the Hoachanas 

community in Namibia, became a petitioner to the UN. Kooper 

was one of those South West African inhabitants who were 

removed from the Hoachanas Native Reserve in January 1959. 

The reason for his removal was because he translated petitions 

submitted by residents of the reserve to the UN [40].  

Kooper petitioned the UN on behalf of his tribe and 

congregation on 25 February 1959. His petition was supported 

by Chief Hosea Kutako. He requested to be heard by the 

Committee on South West Africa, on 16 May 1960, while he 

was in Bechuanaland (currently Botswana). Kooper’s 

application for hearing was transmitted to the Committee by the 

Reverend Micahel Scott, and the date for his hearing was 

arranged for 5 July 1960. He could not, however, appear before 

the Committee because he did not have the necessary travel 

documents [41].  

In his petition which concerned the situation in Hoachanas 

Reserve, Kooper stated that the situation in the area was critical 

and needed sympathetic attention and immediate action without 

hesitation, argument or delay. He reflected on the Government 

of South Africa’s refusal to allow their representatives to appear 

before the appropriate UN forums to state the real conditions in 

the territory; detailed the circumstances leading up to his 

deportation and the effects it had on his family and church; and 

emphasised that removal constituted the first step towards the 

partition of South West Africa [42]. 

Based on Kooper’s petition, the South West Africa 

Committee adopted Resolution 1357 (XIV) for the General 

Assembly’s approval. By this resolution, the Assembly would, 

among other things, urge the South African Government to 

desist from performing the removal of other residents of the 

Hoachanas Native Reserve and to arrange for the return of 

Kooper and his family [43]. 

IV. SOUTH WEST AFRICAN NATIONAL LIBERATION 

MOVEMENTS PETITIONS AT THE UN 

SWANU and SWAPO petitioned the UN in 1961. Whilst 

SWANU was founded in May 1959 and most of its members 

originated from the Herero inhabitants, SWAPO was founded 

in April 1960 and obtained its support primarily from the 

Ovambo tribe. Harassed and imprisoned by the South African 

security forces, SWANU and SWAPO members fled their 

country into exile to seek assistance from other sympathetic 

African countries [44]. 

In 1961 the UN Committee concerning South West Africa 

considered alternative means of obtaining additional 

information. It considered the possibility of visiting African 

countries neighbouring Namibia, and interviewing refugees 

from the territory. On 10 May 1961 (as part of this 

consideration), the Committee granted hearings by petitioners 

from Namibia in New York The petitioners were: Mburumba 

Kerina, Reverend Markus Kooper, and Jacob Kuhangua, a 

founding member of SWAPO [45].  

Feeling confident that the African States would assist the 

Committee for South West Africa, Kerina and Kooper urged the 

Committee to visit Namibia, before 31 May 1961. The 

petitioners held the opinion that even if the Committee was 

physically prevented from entering the territory, the effort 

would inspire hope amongst inhabitants of the territory and 

enhance the prestige of the UN in Africa [46].  

Kerina informed the Committee that there was continual 

contact between them and those in Namibia concerning Hereros 

in Bechuanaland, indicating considerable movements across the 

border. Believing that the South African Government would 

intensify measures to prevent Africans from crossing the 

borders, into Bechuanaland, Kerina stated that the Committee’s 

presences could ensure these measures. Kuhangua doubted 

whether the Committee could protect Namibians seeking to 

cross the border [47].  

Based on the petitioners’ views, the Committee on South 

West Africa decided to visit African states. On 19 May 1961, 

the Committee sent a telegram to all member states of the UN 

in Africa, inquiring about the presence of Namibian refugees in 

their countries, and willingness to be interviewed. 

Subsequently, the Committee received replies from Ghana, the 

United Arab Republic (currently Egypt) and Tanzania (through 

the United Kingdom)—confirming those refugees and 

welcoming its visit [48].  

The Committee on South West Africa accepted invitations 

from these African states and visited the continent from 21 June 

to 25 July 1961. At the meeting between the Committee and the 

politically affiliated refugees belonging to SWAPO and 

SWANU, the movements urged the Committee to visit the 

territory to observe the conditions [49]. 

On 19 December 1961, the Committee South West Africa, 

based on the testimony of SWANU and SWAPO politically 

affiliated refugees and of other petitioners, adopted a 

recommendation which dissolved it. It established the UN 

Special Committee for South West Africa, specifically 

entrusted with certain urgent functions, preparatory to granting 

full independence to Namibia and a visit to Namibia before 1 

May 1962 [50]. 

In April 1962, Victorio Carpio of the Philippines, the 

Chairperson of the Special Committee, approached Brand 

Fourie, South Africa’s permanent representative to the UN in 

New York, to seek South Africa’s cooperation regarding a visit 

to Namibia. Carpio reported to the Committee On 5 April 1962, 

that the South African representative was impressed with the 

approach [51].  

On 12 April 1962, South Africa accepted the Special 

Committee’s request. The Special Committee considered the 

invitation on 13 April 1962. Accordingly, Victorio Carpio and 

Hassan Nur Elmi, his Vice, arrived in South Africa on 5 May 

and proceeded to Namibia where they arrived on 9 May 1962 

[52].  

In Namibia, Carpio and Nur Elmi met with deputations from 

SWANU, SWANU and the SWAUNIO during their journey. 
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The latter was formed by David Gertze to oppose SA’s 

homeland policy. These organisations expressed strong 

opposition to the South African administration and appealed to 

the UN to immediately take control of the government of the 

territory in preparation for early self-government and 

independence [53].  

Upon the Chairperson and Vice-Chairperson’s return to the 

Headquarters, on 23 July 1962, the Special Committee received 

information relating to South West Africa. The Committee 

considered the information at its meetings in New York from 

30 July to 1 August 1962. The information came from 

petitioners: Jariretundu Kozonguizi of SWANU, Moses Garoeb 

(SWAPO) and Reverend Markus Kooper (SWAUNIO). It 

concerned the December 1959 killings at the Old Location in 

Namibia; rejection of south African presences in Namibia; as 

well as, the urgency of the UN to take all measures necessary 

to stop removals and arrests of people in Windhoek [54]. 

By the end of August 1962, the Special Committee had 

received 81 petitions and communications from SWAPO, 

SWANU, and the SWAUNIO, in addition to those presented 

verbally at its Headquarters in New York. The Special 

Committee reproduced those scripts on 24 August 1962. 

Concerning the visit by Chairperson and Vice-Chairperson to 

Namibia, another petition appealed to the UN to send a group 

to investigate conditions in the whole territory and for the return 

of the balance of their land [55]. 

V. CONCLUSION 

From the discussion, it is concluded that petitioning the UN, 

particularly in Namibia, was initiated by individuals and later 

followed the national liberation movements. As observed, 

petitioning the UN commenced with the Reverend Michael 

Scott, on behalf of the inhabitants of Namibia. He was later 

joined at the UN by other indigenous Namibians, including 

Mburumba Kerina, Jariretundu Kozonguizi, Hans Beukes, Sam 

Nujoma; and, the Reverend Markus Kooper.   This, as the paper 

has shown, ended with the most prominent national liberation 

movements in that territory which included, among others, 

SWAPO, SWANU and the SWAUNIO.  
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Abstract— In the wake of growing affinity towards world 

literature, it is important to ask questions that threaten the presumed 

coherence in the process of translation, on which world literature 

thrives. The struggle of indigenous communities to resist the 

homogenization and cultural appropriation can be attributed to the 

epistemological violence that is baked by social and political factors. 

Untranslatability then is the resistance to such appropriation, thus 

marking the inevitable differences recorded in encounters across 

language-cultures. I aim to discuss the plight of the Miya community 

in the North-Eastern state of Assam, India, who migrated from then 

undivided Bengal for various socio-economic and political reasons 

decades ago and have been subject to racial and political 

subjugation. Miya Poetry, a recently emerging phenomenon, saw the 

rise of assertion of one’s mother tongue over the dominant Assamese 

language when poets began to write in their native Miya dialect. This 

created an uproar among the Assamese people who felt that the Miya 

poets were portraying the picture of Assam as a xenophobic state 

and thus an FIR was lodged against ten of the poets. Through their 

poetry the Miya Poets seek to embrace the very slur that is used to 

vilify them. Miya, an Urdu word, meaning gentleman is used here 

as a racial slur usually connotative of those who have migrated to 

Assam from Bangladesh, (then a part of undivided Bengal) and 

roughly translates to "a refugee deprived of self-esteem". In this 

paper I shall discuss the importance of referentiality in semiotics that 

shall be crucial in understanding the formation of 

untranslatables(literally) and otherness(metaphorically) in cross-

cultural encounters. I also aim to discuss my findings during the field 

visit in Assam where I studied Miya language and culture from an 

ethno-semiotic point of view. Language politics has played a crucial 

role in shaping the identities of Miya people, whose language and 

culture is under threat of assimilation and appropriation by the 

dominant Assamese culture. Adding to their distress, the state 

sponsored violence in the name of National Register of Citizens has 

led to detention, questionable citizenship status and homelessness 

among them. I shall discuss the implications of unhomeliness, 

marginalization and refusing to be assimilated in the dominant 

discourse that seeks to erase differences that are latent within 

alternate ways of expression and claiming the signifiers of a 

language that aims to vilify. 

 

Keywords— translation, untranslatability, world literature, 

otherness, semiotics, language politics, cultural appropriation. 
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Yt = B0 +B1Yt−1 +B2Yt−2 + · · ·+BpYt−p + et et ∼ N (0,Σ)

Yt
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Text Data Preprocessing Library: Bilingual approach
Kabil BOUKHARI

Abstract—In the context of information retrieval, the selection
of the most relevant words is a very important step. In fact, the
text cleaning allows keeping only the most representative words for
a better use. In this paper, we propose a library for the purpose
text preprocessing within an implemented application to facilitate
this task. This study has two purposes. The first, is to present the
related work of the various steps involved in text preprocessing,
presenting the segmentation, stemming and lemmatization algorithms
that could be efficient in the rest of study. The second, is to
implement a developed tool for text preprocessing in French and
English. This library accepts unstructured text as input and provides
the preprocessed text as output, based on a set of rules and on a base
of stop words for both languages. The proposed library has been
made on different corpora and gave an interesting result.

Keywords—Text preprocessing, Segmentation, Knowledge extrac-
tion, Normalization, Text generation, Information retrieval.

I. INTRODUCTION

Textual information still rising on the Internet, and the

documents’ volume is increasing very rapidly. With the ac-

cumulation of text information, satisfying the user’s needs

becomes more and more challenging. Faced with the large

amount of data and the voluminous documents’ database,

access to information via algorithms remains easier than

manual research. Automatic text processing is one of the

most active areas of research in Data Science today. It is a

field at the intersection of machine learning and linguistics.

Natural Language Processing (NLP) is a discipline that focuses

on the understanding, manipulation and generation of natural

language by machines. Hence, the NLP is really the interface

between computer science and linguistics. There is why, it is

based on the machine capacity to interact directly with hu-

mans. Its purpose is to extract information and meaning from

textual content. Faced with the diversity of languages available

to represent textual data, it is necessary to develop various

language processing tools that could effectively manage large

textual data. In many Automatic Language Processing and

Information Retrieval (IR) applications, building a base of

words and language models remains an important task. But,

the large number of morphological variations in words -

especially languages that are morphologically rich (i.e: English

and French) - pose a great challenge. Indeed, the automatic

analysis of the text [1] requires an extremely primordial phase

which allows to select, both, the relevant words and terms

and refine the analysis process. NLP is a fairly generic term

that covers a very wide field of application (e.g, Automatic

translation, sentiment analysis [2], marketing, chatbot, text

classification, document indexing [3] [4], information retrieval

[5] [6]...). In this study, we present a text preprocessing library

for English and French. An approach that can select only the

K. BOUKHARI is with ENIB / Lab-STICC (UMR 6285) CNRS, Brest,
France. e-mail: (kabil.boukhari@gmail.com).

most representative words and remove all ’noise’ and useless

words.

This paper, discusses all the preprocessing phases and presents

the related work of each part. It also presents the proposed

approach, its steps, and explains the application’s operating

mode. In the final section, we summarize the work and we

present some future works.

II. TEXT DATA PREPROCESSING

A text may have some valueless and uninformative data

that hinders analysis operations, hence pre-processing is often

required.

Fig. 1. Stages of text data preprocessing

The pre-processing phase, also called the text preparation

phase, consists in analyzing the text by removing the non-

informative data and eliminating useless words. The objective

of pre-processing is to obtain a uniform representation compat-

ible with subsequent analysis tools. It involves the segmenta-

tion of the text into sentences then into words followed by the

removal of punctuation and stop words, and the elimination of

symbols and numbers. Leading up to the word normalization

phase. The preprocessing process is summarized in the figure

(fig.1).

A. Segmentation

Text segmentation [7] [8] [9] remains a preliminary phase

for automatic language processing. This latter is not taken very
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seriously by the most laboratories that process the language

automatically. Tokenization is a the process which splits longer

strings of text into smaller parts, or tokens. Larger parts

of text can be tokenized into sentences, sentences can be

segmented into words, etc. Additional processing is usually

done after a piece of text has been tokenized appropriately.

Tokenization is also referred to as text segmentation or lexical

analysis. Sometimes segmentation is used to refer to the

decomposition of a large extract into chunks larger than words

(e.g. paragraphs or sentences), while tokenization is reserved

for the breakdown process which results exclusively in words.

To create an automatic segmenter, it is necessary to take

into account the treatment of punctuation which constitutes a

mark to identify the sentences. Each punctuation mark carries

information that can replace sentences or statements. The

segmentation phase is based primarily on punctuation marks

” . ”, ” , ”, ” ; ” , ” : ”, ” ! ” , ” ? ”, ” \r ”. Once the text is

segmented into sentences, these will then be segmented into

words using spaces. Several approaches have been proposed

in this context, we can cite: Khmer Word Segmentation [10]

and C-HTS algorithm [11].

B. Stop words removal

This step is the second manipulation performed in text

processing: it is the deletion of useless words or empty

words, also called ”stopwords”. The last ones are a set of

commonly used words in a language that does not provide

informative value for understanding the ”meaning” of a text,

document or corpus. Stopword removal is very efficient for

data manipulation and knowledge extraction. These are the

very common words in the language studied.

Examples of stopwords:

• French: le, la, ce, à, de, en, et . . .

• English: the, are, is, a, an, to, in, at . . .

They are very frequent and slow down the algorithms

performance. Removing the ’noise’ from the text allows to

focus only on the important words. However, it helps to reduce

the number of features taken into account and the number of

operations to be performed, which keeps the models lighter

with a decent size.

C. Normalization

Normalization is the process of transforming text into

a standard form, it is very useful for denoising texts such

as social media comments, text messages and comments

on articles and weather texts. . . . Studies have shown the

importance of the normalization phase, in terms of accuracy

and robustness, for text processing (e.g., normalization for

Tweets, they were able to improve the accuracy of sentiment

classification by about 4%).

There are two types of text normalization:

• Text normalization

• Linguistic normalization
1) Text normalization:

a) : Text normalization consists in cleaning up and

then laying out the text according to the usual standards. It

renders a standardized text based on the formatting process

and vocabulary rules.

Examples of Text normalization:

• Remove dots from acronyms (e.g. U.S.A. → USA)

• Remove accents (e.g. météo → meteo)

• Remove some capitals (e.g. And → and)

• Normalizing particular values, e.g.:

Dates, e.g. July 14, 1789 → 14/07/1789

Monetary values, e.g. $400 → 400 dollars

Organizations, e.g. United Nations → UN
2) Linguistic normalization:

a) : Linguistic normalization allows to put all words on

equal footing, and permits processing to proceed uniformly.

Stemming and lemmatization are the most popular and well-

known ways to normalize text and the major parts of a text

preprocessing endeavor.

1) Stemming

Stemming is the name given to the process that aims

to transform the inflections into their roots. It seeks to

bring together the different inflectional and derivational

variants of a word around a radical.

The root of a word corresponds to the remaining part

of the word, namely its radical, after the deletion of

its prefix and/or its suffix. It is also sometimes known

as the stem of a word. Contrary to the lemma which

corresponds to a real word of the language, the root

does not generally correspond to a real word. e.g., the

word ”changing” has the radical ”chang” which does

not correspond to a real word. On the other hand, in

the example of ”connected”, the root is ”connect”.

The stemming operation consists in removing

inflectional and derivational suffixes to reduce the

different forms of a word to their appropriate root. This

root must be understood in a morphological sense: two

words can have the same morphological root, but with

different meanings.

The stemming algorithm (Stemmer) proceeds in

various steps by which the words to be processed pass

successively, according to the rules, when the parser

recognizes a suffix from the list, it either removes it or

transforms it. Also, the longest suffix determines the

rule to apply. Each algorithm has its own steps and its

own rules.

Example:

Several algorithms have been proposed for the search of

lexical roots for several languages. The main algorithms

developed in this sense are the Carry algorithm [12],

[13], Raid [14], XSTEM [15], Yass [16] New Porter

[17] and Musa algorithm [18]. In the following part, we

present the two most well-known algorithms, namely
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French English

Oroginal

word

Stemmed
word

Oroginal
word

Stemmed
word

malade malad connect connect

malades malad connected connect

maladie malad connection connect

maladies malad connections connect

maladive malad connecting connect

TABLE I
STEMMING EXAMPLES IN FRENCH AND ENGLISH

Lovins [19] and Porter [20], for the English language

on which all other algorithms are based.

Porter

The Porter algorithm [20] is one of the most famous

stemming algorithms. It was created in 1979 by

PORTER at a computer laboratory in Cambridge

(England). It is part of a large project in the field of

information retrieval. The Porter algorithm is composed

of more than fifty stemming rules divided into five

successive steps. These phases include a complete

study of English morphology, namely verb processing,

plural processing and conjugation times. The word to

be processed necessarily passes through all the phases,

in the case where more than one rule can be applied,

then the longest suffix is chosen. Transformation rules

are applied during this operation if needed.

Lovins

This is the first stemmer [19] that was written

by Julie Beth Lovins in 1968. The design of the

algorithm was greatly influenced by the technical

vocabulary that Lovins found in her work (Subject

Term Keywords attached to documents in the materials

science and engineering field). The Lovins stemmer

has 294 endings, 29 conditions, and 35 transformation

rules. Each termination is associated with one of the

conditions. In the first step, if the longest termination

found satisfies its associated condition, that termination

will be discarded. In the second stage, the 35 rules are

applied to transform the termination. The second step

is performed whether or not a termination is removed

in the first step.

Example of text processing after applying stemming:

”Reductions in breath ethanol readings in normal

male volunteers following mouth rinsing with water at

differing temperatures”

After the preprocessing phase, we obtain the following

text:

French English

Oroginal

word

Lemma Oroginal
word

Lemma

cherche chercher change change

cherchait chercher changing change

cherchons chercher changed change

cherché chercher changes change

cherchent chercher changer change

TABLE II
LEMMATIZATION EXAMPLES IN FRENCH AND ENGLISH

”reduct breath ethanol read norm mal volunte follow

mouth rins wat differ temper”

2) Lemmatization

Lemmatization is a lexical analysis which makes it

possible to group the words of the same family to-

gether: it is a grouping by lemma. It is the operation

of transforming a word into its canonical form, which

takes into consideration the context in which the word

is written. The lemma corresponds to the infinitive form

of verbs and to the singular masculine form of nouns

and adjectives.

Several algorithms have been proposed in this context.

The main algorithms developed are the leolemmatizer

algorithm 1 [21], Fernández [22] and Sychev algorithm

[23].

Examples:

Here is a list of some developed lemmatization

algorithms: Wordnet Lemmatizer 2,Pattern Lemmatizer3

and Stanford CoreNLP Lemmatization 4

In conclusion, stemming can be considered as a rough and

fast form while lemmatization tries to preserve the meaning

of sentences as much as possible.

III. PROPOSED APPRAOCH: DEVELOPED TOOL FOR TEXT

PREPROCESSING

In this part, we will present the proposed approach for the

text preprocessing as well as the application developed to do

this task. The library has 3 steps: Segmentation, stop words

removal and text normalization.

The following algorithm shows the flow of the proposed

approach.

Text segmentation is based on linguistic study on the one

hand, on computer modeling on the other. These two studies

complement each other. Segmentation has - like other types

1Detailed descriptions at homepage: https://github.com/leileibama/leolemmatizer
2https://wordnet.princeton.edu/
3https://www.clips.uantwerpen.be/pages/pattern
4https://stanfordnlp.github.io/CoreNLP/index.html
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Algorithm 1: Algorithm of the proposed approach

Input: td: text document

Output: ptd: preprocessed text document

1 Begin Algorithm 1

2 Select a language

3 Select source file (td)

4 while (! end of document (td)) do

5 Line = ””

6 Words List ←− []

7 Line ←− Read Line(td)

8 Words List ←− Line Cleanning(Line)

9 Words List1 ←− []

10 for i ←− 1 to Length(Words List) do

11 if ( Words List[i] ∈ StopWords ListFile) then

12 Words List1 ←− Words List1 +

Words List[i]
13 end

14 end

15 Add Word List(Words List1, Words Final List)

16 end

17 Create File(Words Final List, ptd)

18 End Algorithm 1

of automatic language processing - its particularities, whether

at the linguistic level or at the computer level. Our approach

is to define a text preprocessing library from a systematic

study of punctuation marks. In addition, the segmentation is

based on punctuation marks which are considered pivot marks

for triggering the segmentation rules, and also on a study of

the left and right contexts of these markers. The first phase

consists in selecting each line of the text and processing it

in order to add it, afterwards, to the final list of words. Each

line is segmented into sentences and each line goes through a

tokenization step. This is the process that divides the sentence

into tokens; that is to say atomic elements of the sentence.

A token is not necessarily a word, it can be for example a

punctuation mark. In this phase, various problems have been

pointed out by other approaches. For this, several problems of

ambiguity have been taken into consideration, e.g., absence

of the space after the point, succession of punctuation marks,

acronyms and errors related to capitalization.

Based on a list of stop words both in - French and English

-, the ”stop words removal” step has the task of removing all

the useless words that belong to the list and only keeping the

most significant words. Each text line corresponds to a bag

of relevant words which will then be added to the final list.

The implementation was carried out with Python to develop

an application (Fig.2) that facilitates the task of preprocessing.

The proposed approach has been tested with several corpora

and has given good results. In the following section, we

present two examples (two text extracts), one in French and

the other in English.

Example 1:

• Original text: ”Paris est la capitale de la France.

L’agglomération de Paris compte plus de 10 millions

Fig. 2. Application interface for text preprocessing

d’habitants. Un fleuve traverse la capitale française, c’est

la Seine. Dans Paris, il y a deux ı̂les : l’ı̂le de la Cité et

l’ı̂le Saint-Louis.”

preprocessed text ”paris capitale france agglomération

paris compte millions habitants fleuve traverse capitale

française seine Paris ı̂les ı̂le cité saint louis”

Example 2:

• Original text: ”London is the capital and largest city of

England and the United Kingdom with a total population

of 9 million. It stands on the River Thames in south-east

England at the head of a 50-mile (80 km) estuary down

to the North Sea, and has been a major settlement for

two millennia.”

preprocessed text ”london capital largest city england

united kingdom total population million stands River

thames south east england head mile estuary north sea

major settlement millennia”

IV. CONCLUSION

In this paper, we have proposed a library for text prepro-

cessing in both; English and French. The proposed approach,

allows to pretreat a textual file and extract only the most

significant word. Data processing is done in 3 steps: the first

consists in selecting the file lines and segmenting them into

sentences. The second is the tokinization step in which the text

is divided into words based on a list of punctuation marks. The

third and the last step is the selection of the final list of words

after removing all ’noise’ from the text. The implementation

of this library has been translated into a desktop application,

in Python, allowing users to best use this library.

In a future work, we plan to to focus more on the ambiguity

problems, aim to enrich the list of stop words - to cover the

majority of special cases -, and add other languages to this

libraby.
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Abstract— Given that natural selection is commonly treated as 

a constant or near constant across species (such as across primate 

species and the human species), and given that comparing clones to 

a natural population of the human species identifies assortative 

mating as a variable (i.e., natural populations have more assortative 

mating across categories of dissimilar characteristics and similar 

characteristics than populations of genetic identicals or clones), I 

propose that increasing assortative mating may explain greater brain 

encephalization, greater brain complexity, and greater diversity of 

behavioral characteristics in the evolution of species, including 

humans compared to primate species, sea mammals compared to 

fish, and bird species (including flight, song, and greater parental 

investment) compared to reptiles. Moreover, since this strategy of 

predictive science may be used to visualize branching patterns, I 

discuss how this strategy of predictive science may complement 

conventional reductionism in science. 

 

Keywords— branching patterns, brain encephalization, 

functional specialization, alternation of functions. 
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Abstract—Clinical outcomes collected over the past three 

decades have suggested that ion therapy has the potential to be a 

treatment modality superior to conventional radiation for several 

types of cancer, including recurrences, as well as for other diseases. 

Although the results have been encouraging, numerous treatment 

uncertainties remain a major obstacle to the full exploitation of 

particle radiotherapy. 

To overcome therapy uncertainties optimizing treatment outcome, 

the best possible radiation quality description is of paramount 

importance linking radiation physical dose to biological effects. 

Microdosimetry was developed as a tool to improve the 

description of radiation quality. By recording the energy deposition at 

the micrometric scale (the typical size of a cell nucleus), this 

approach takes into account the non-deterministic nature of atomic 

and nuclear processes, and creates a direct link between the dose 

deposited by radiation and the biological effect induced. 

Microdosimeters measure the spectrum of lineal energy y, defined as 

the energy deposition in the detector divided by most probable track 

length travelled by radiation. The latter is provided by the so-called 

“Mean Chord Length” (MCL) approximation, and it is related to the 

detector geometry. 

To improve the characterization of the radiation field quality, we 

define a new quantity replacing the MCL with the actual particle 

track length inside the microdosimeter. In order to measure this new 

quantity, we propose a two-stage detector consisting of a commercial 

Tissue Equivalent Proportional Counter (TEPC) and 4 layers of Low 

Gain Avalanche Detectors (LGADs) strips. The TEPC detector 

records the energy deposition in a region equivalent to 2 um of tissue, 

while the LGADs are very suitable for particle tracking, because of 

the thickness thinnable down to tens of micrometers and fast response 

to ionizing radiation. 

The concept of HDM has been investigated and validated with 

Monte Carlo simulations. Currently, a dedicated readout is under 

development. This two stages detector will require two different 

systems to join complementary information for each event: energy 

deposition in the TEPC and respective track length recorded by 

LGADs tracker. This challenge is being addressed by implementing 

SoC (System on Chip) technology, relying on Field Programmable 

Gated Arrays (FPGAs) based on the Zynq architecture. TEPC readout 

consists of three different signal amplification legs and is carried out 

thanks to 3 ADCs mounted on a FPGA board. LGADs activated strip 

signal is processed thanks to dedicated chips, and finally, the 

activated strip is stored relying again on FPGA-based solutions. 
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In this work, we will provide a detailed description of HDM 

geometry and the SoC solutions that we are implementing for the 

readout. 
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Abstract— This paper aims to assess the effectiveness of 

strategies adopted by national health systems across the globe in 

different ‘geographical regions’ in the Northern Hemisphere to 

combat COVID-19 pandemic. Data is included from the first case 

reported in November 2019 till mid-April 2020. Sources of 

information are COVID-19 case repositories, official country 

websites, university research teams’ perspectives, official briefings, 

and available published research articles to date. We triangulated all 

data to formulate a comprehensive illustration of COVID-19 

situation in each country included. It has been found that the 2002-

2004 SARS outbreak experienced in China, Taiwan, and South 

Korea saw better strategies adopted by leadership to combat 

COVID-19 pandemic containment as compared to Iran, Italy, and 

the United States of America. Saudi Arabia has so far been 

successful in the implementation of containment strategies as there 

have been no large outbreaks in major cities or confined areas such 

as prisons. The situation has yet to unfold in India and Pakistan, 

which exhibit their own weaknesses in policy formulation or 

implementation in response to health crises. 
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Abstract— We developed a novel online intervention designed 

to increase nurses’ cultural competence in emergency. The first 

study used a randomized controlled trial to test the intervention 

effectiveness in increasing nursing students’ cultural competence 

(n=72). The intervention was effective in increasing the participants’ 

culturally competent knowledge.  

In the second study, we adapted the intervention to the specific 

needs of the COVID-19 pandemic. Healthcare professionals 

(n=154) found the online program useful in improving their cultural 

competence attitudes. Using online interventions offers a promising 

strategy for increasing cultural competence in nursing education but 

also as a short, real time, and available training during an ongoing 

emergency. 
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Abstract—During a pandemic like the one we are in with CoViD-

19, older adults, especially those who live in a senior retirement 

facility, experience even bigger challenges as they are often dependent 

on other individuals for care. Many older adults are dependent on 

caregivers to assist with their instrumented activities of daily living 

(IADL).  With travel restrictions imposed during a pandemic, there is 

a critical need to ensure that older adults who are homebound continue 

to be able to participate in physical exercise, cognitive exercise, and 

social interaction programs. The objective of this study was to better 

understand challenges that older adults faced during the pandemic and 

what they were doing specifically to cope with the pandemic 

physically, mentally and through social interaction. A focus group was 

conducted with 10 older adults (age: 82.70 ± 7.81 years; nine female 

and one male) who resided in a senior retirement facility. During the 

course of one hour, seven open-ended questions were posed to the 

participants: a) What has changed in your life since the start of the 

pandemic; b) What has been most challenging for you; c) What are you 

doing to take care of yourself; d) Are you doing anything specifically 

as it relates to your physical health; e) Are you doing anything 

specifically as it relates to your mental health; f) What did you do for 

social interaction during the pandemic; g) Is there anything else you 

would like to share as it relates to your experience during the 

pandemic. The focus group session was audio-taped and verbatim 

transcripts were created to evaluate the responses of the participants. 

The transcript consisted of 4,698 words and 293 lines of text. The data 

was analyzed using content analysis. The unit of analysis was the text 

from the audio recordings that were transcribed. From the review of 

the transcribed text, themes and sub-themes were identified along with 

salient quotes under each sub-theme. The major themes that emerged 

from the data were: having a routine, engaging in activities, attending 

exercise classes, use of technology, family, community, and prayer. 

The quotes under the sub-themes provided compelling evidence of 

how older adults coped during the pandemic while addressing 

challenges they faced and developing strategies to address their 

physical and mental health while interacting with others. Lessons 

learned from this focus group can be used to develop specific physical 

exercise, cognitive exercise and social interaction programs that 

benefit the health and wellbeing of older adults. 
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